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Zusammenfassung

Diese Masterarbeit beschäftigt sich mit der Sicherheit des IPv6-basierten Routing Protokoll

für „low-power and lossy networks“ RPL. Die durchgeführte Sicherheitsanalyse zeigt, dass ein

Angreifer ohne Zugang zu den kryptographischen Schlüsseln weitestgehend abgewehrt wird.

Es werden Topologie-Attacken aufgezeigt, welche erst durch den Besitz eben dieser Schlüssel

möglich werden und eine ernste Bedrohung für die Sicherheit von RPL darstellen. Im Zuge

dessen werden zwei Verfahren zur AuthentiVzierung der Topologie vorgestellt: VeRA und

TRAIL. VeRA nutzt Hash-Ketten, um die Topologie zu sichern. TRAIL hingegen setzt auf das

Hin- und Zurücksenden einer Nachricht, die Knoten für Knoten die Topologie veriVziert. Mit

Hilfe der konkreten Umsetzung von TRAIL werden erste Studien zur Zeitverzögerung, die

durch dieses VeriVzierungsverfahren entsteht, durchgeführt.
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Abstract

This master-thesis engages in the security aspect of the newly introduced IPv6-based routing

protocol for low-power and lossy networks RPL. In an analysis of the security of RPL, it

is shown that RPL protects against most attacks launched by an adversary that does not

have access to the security keys. The major threat lies within an attacker who has compro-

mised these keys and who is consequently able to launch topology attacks. Two topology

authentication schemes are presented and evaluated which deal with the prevention of such

attacks: VeRA and TRAIL. The VeRA approach employs hash chains for veriVcation of the

topology of RPL. TRAIL relies on the transmission of a round-trip message that veriVes the

topology hop-by-hop. It is shown that these schemes can detect and isolate an insider attacker.

A practical evaluation of TRAIL gives a Vrst impression of the delays that result from the

veriVcation procedure.
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1 Introduction

It’s a small world. This is particularly true when looking at the progress in the world of

sensor networks. Devices, ever-decreasing in size, price and capabilities, can form large-scale

networks that sense and collect environmental information and are increasingly able to make

this information available world-wide. For this purpose, researchers have been focusing on

attaching these devices to existing networks that use the widely deployed Internet Protocol

(IP). This interconnection enables devices to easily communicate using the existing and well-

established infrastructure from virtually anywhere in the world. The introduction of IPv6 [1]

and its giant address space makes it possible to supply billions of small devices with an unique

identiVer and thus allows these devices to function in an Internet of Things.

However, this world is also dangerous. Especially when constrained devices communicate

publicly and wireless, security becomes an important and challenging task. Various deploy-

ment scenarios bear the risk of adversaries intruding from within or outside the network and

damaging the network operability, driven by proVt, political aUection or simply just for fun.

Countering these threats involves the research of lightweight security schemes, as not only the

complexity of applications, protocol stacks and communication patterns have to be adapted

to the upcoming constraints, but also the security models. Well-known and widely accepted

cryptographic protocols may exceed the limits of most low-power devices. At the same time

security becomes more important than ever when these devices monitor or control critical

systems such as in smart grids or for medical purposes.

The infrastructure that is required for connecting arbitrary devices with one another needs

a routing protocol to eXciently send the data to their destination. Hereby a standardized

solution allows a reliable interoperability of these devices in diUerent routing domains. The

Routing over Low-Power and Lossy Networks (ROLL) working group of the IETF1 concerned itself

with the requirements for such a routing protocol [2]. Their survey concluded that the routing

protocols they examined, such as AODV [3] or OLSR [4] do not satisfy the requirements

they deVned as suitable for LLNs. One of the major milestones of their work led to the

standardization of the IPv6 Routing Protocol for Low-power and Lossy Networks or RPL [5]. RPL

1IETF: Internet Engineering Task Force
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has primarily been designed for constrained devices and for data collection at a dedicated sink.

The IPv6 compliance allows devices to attach to existing networks and makes RPL a candidate

for the standard routing protocol for networks of smallest devices or the very things.

This thesis is concerned with the important aspect of security in RPL. RPL prepares for

various threats and provides a security model to defend against potential attacks. Although

security mechanisms may be implemented at the link layer, RPL is not tied to an underlying

protocol and thus the security model is deVned in case of absence of link layer security. So

far the security of RPL has not been analyzed thoroughly in the literature. Hence, the main

contribution of this work is threefold. First, a comprehensive security analysis evaluates the

security model of RPL. The goal is to show strengths and weaknesses of this model and to

highlight speciVc attacks. Hereby the main focus lies on topology attacks that greatly inWuence

the routing operations. Secondly, two approaches are presented that mitigate such topology

attacks and account for the constraint environment in which RPL typically functions. The

existing approach VeRA [6, 7] uses hash chains to protect against topology attacks. VeRA

shows vulnerabilities for which countermeasures are proposed [8]. The newly introduced

TRAIL [9] follows the same goal and requires a certain communication overhead. Both

approaches are then analyzed and compared in the course of this work. Thirdly, the feasibility

of TRAIL is practically evaluated in a proof-of-concept implementation.

For a thorough evaluation of the RPL security and for a basic understanding of the topology

authentication schemes, a fundamental background is required. Therefore, the remainder of

this work is structured as follows. The necessary background to which this work refers to is

described Chapter 2. A security analysis of the existing security model of RPL as well as attacks

and countermeasures is given in Chapter 3. The VeRA approach as well as attacks on VeRA

and novel countermeasures are presented in Chapter 4. The new topology authentication

scheme TRAIL is detailed and analyzed in Chapter 5 in combination with a practical evaluation

in Chapter 6.



2 Background

This chapter provides the required background for a basic understanding of the applied

concepts and gives an introduction of the examined routing protocol RPL.

2.1 Basic Terms of Information Security

Information security comprehends the protection of information according to speciVc security

objectives. The implementation of these objectives is achieved, for instance, by cryptographic

protocols.

2.1.1 Security Objectives

Security objectives deVne elements or properties of a system that deserve protection. Typically,

security objectives are classiVed by the property that they protect. Common objectives include

authenticity, integrity, conVdentiality, availability and non-repudiation which are introduced

in the following.

• Authenticity: Authenticity denotes the trustworthiness and genuineness of the origin

of a message [10, 11]. Hence, authenticity establishes trust between routing peers and

allows the receiver to verify if a sender is actually which it claims to be. Typically,

authenticity is achieved by message authentication schemes using a secret key. Hereby,

the secret knowledge of a key creates a trust relationship, because only an owner of the

secret key is able to create an authenticated message.

• Integrity: Message integrity means that a message arrives at its destination without

exhibiting any deliberate changes during transfer [10, 11]. Integrity checks are applied to

detect such changes. Generally, message authentication schemes also involve integrity

checks, so that both security objectives are provided by an authentication scheme.

• ConVdentiality: ConVdentiality denotes the concealment of sensitive information which

is only meant for authorized access [10, 11]. Encryption schemes are used to prevent

sensitive information from being revealed to an outsider without permission.
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• Availability: The availability of services is important for a system to perform its op-

erations when required [10]. Hence, the access to information or resources must be

provided within a deVned time period. Redundancy is a common method of providing

availability of a given service.

• Non-Repudiation: Non-repudiation ensures that the creator of a message cannot deny

being the message originator at later time [10, 11]. Digital signatures may provide non-

repudiation where the signer owns the secret key and the corresponding veriVcation is

publicly known.

2.1.2 Cryptographic Tools

Security objectives can be implemented by applying cryptographic tools such as encryption or

message authentication schemes. This section gives an overview of the cryptographic tools

that are used in the work.

One-way hash functions A one-way hash function maps a (large) input set of elements

with variable length into a (small) co-domain of elements with Vxed length [11]. The one-

way property allows to eXciently compute the hash value of an element, while the reverse

calculation from a hash value to the original element is computationally hard. Hash functions

play an important role in cryptography like for authentication schemes and integrity checks.

Hash functions can also be applied recursively to their output to create a hash chain. A

random number x is used as seed for a hash function h(·). The output of h(x) is hashed again,

so that the second output is denoted by h(h(x)) or h2(x). If this is done i-times, the end of

the hash chain results in hi(x). If any element of the chain is known, it is possible to compute

any further element up to the end of the chain by performing the required number of hash

operations. However, it is infeasible to create any prior element due to the one-way property

of the hash function. Such a hash chain is useful to prove the ownership of secret information

without revealing the secret.

An example application for password authentication is given by Lamport [12]: A client

and a server communicate over an insecure channel. The client creates a hash chain using

its password as seed hi(password) and securely provides the server with the end of the hash

chain. Each time the client wishes to authenticate itself to the server, it sends the i − 1th

hash chain element to the server. The server hashes the element one more time and checks if

h(hi−1(password)) = hi(password). If both hash chain elements match, the server accepts

the authentication. Next time the client sends an authentication, it sends the i− 2nd element,
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Figure 2.1: Creation of a CBC-MAC in CCM – The Vrst block B0 is encrypted by a block
cipher function E using secret keyK . The resulting X1 is XORed with the second
block, B1. The resulting output O1 in turn is encrypted, and so on. The last
(truncated) block denotes the MAC.

so that the server performs two more hash operations and so on. An adversary that replays a

recorded hash element is detected since the element has already been used.

Message authentication codes Hash functions are also applied within other cryptographic

constructs such as the creation of a message authentication code (MAC). A MAC is used to

authenticate the originator of a message and to check its integrity. MACs are based on a

shared secret key and are thus created by symmetric protocols. The sender uses the secret

key to create a MAC of a message and transmits both messages and MAC to the receiver. The

receiver also creates the MAC of the message and compares its own computation to the MAC

it received. If both match, the receiver has veriVed that the message has been created by a key

holder and that it has not been modiVed.

The CBC-MAC (cipher block chaining MAC) [13] and HMAC (keyed-hash MAC) [14] are

examples to create such MACs. HMAC appends a shared secret to the message and hashes

the concatenation with a cryptographic hash function. Hence, only a secret holder creates

a valid MAC. To create a CBC-MAC as shown in Figure 2.1, the message is encrypted in the

cipher block chaining mode of operation. The message is split into n blocks of equal size. An

initial block contains control Wags, a nonce and the length of the message to support variable

size messages. This block is encrypted by a block cipher, like AES, applying a secret key. The



2 Background 6

resulting cipher is XORed with the second block which denotes the Vrst block of the actual

message. The XOR conjunction is encrypted and then XORed with the next block, and so on.

The last block denotes the MAC which may be truncated to the desired length.

Symmetric authenticated encryption The CBC-MAC is applied within the CCM mode of

operation [13] which denotes a symmetric authenticated encryption scheme and is further

considered in this work. CCM stands for Counter with CBC-MAC which uses a block cipher

both for encryption in counter mode and the creation of a CBC-MAC. The CBC-MAC provides

authenticity and integrity, while the encryption ensures the conVdentiality of the message

content.

For encryption the plaintext is divided into blocks of equal size. To each plaintext block

a unique key stream is applied by creating the XOR conjunction. To create such distinct

key streams, a CCM nonce consisting of a random part and a counter is encrypted using a

secret key. For each plaintext the counter can simply be incremented to provide a unique key

stream. Authentication is achieved by the creation of a CBC-MAC of the plaintext message

using the same secret key. To protect against collision attacks, the MAC is encrypted together

with the plaintext message. Furthermore, CCM provides additional authenticated data for

the authentication of unencrypted information such as routing headers. For this purpose, an

additional MAC of this unencrypted information is created but not encrypted.

CCM requires each nonce to be used only once with a given encryption key, so that key

streams are not reused [13]. If used twice or more, an attacker simply reveals the XOR-

conjunction of two plain texts P1 and P2 by combining two cipher texts that were created

with the same key streamKi:

(Ki ⊕ P1)⊕ (Ki ⊕ P2) = (P1 ⊕ P2)

He may be able to extract both P1 and P2 and thus receives the applied key stream:

(Ki ⊕ P1)⊕ P1 = Ki = encKs(ηi)

where Ki is the secret key stream, Ks is the secret key and ηi is the applied nonce. Each

further message using this nonce-key pair is easily decrypted.

Public-key cryptography In contrast to symmetric approaches in which each party holds

the same key, a public-key scheme is based on asymmetric keys. Hereby, diUerent keys for en-

and decryption are used rather than a single secret key [11]. The receiver therefore creates a
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key pair. One key is private and kept secret by the owner. The other is made publicly available

and thus called public key. The public key is used for encryption and the private key for

decryption, so that anyone can encrypt a message, but only the holder of the private key is

able to decrypt the message.

The asymmetric scheme relevant for this work is RSA [15] which can be used for encryption

and for the creation of digital signatures for authentication. To create a digital signature

using RSA, each sender signs its messages before transmission. Signing with RSA is done by

computing the hash value of the entire message and signing it by encryption with the private

key. Hence, the cipher denotes the signature which is appended to the message. A node that

receives a signed message Vrst veriVes the signature. This is done by computing the hash

value of the entire message and decrypting the signature using the public key of the sender

thus revealing the hash value. If both hash values match, the message has not been altered but

was created by the owner of the private key.

2.1.3 Key Management

Cryptographic tools are used to implement the security objectives. Besides hash functions,

all of the presented tools require security keys. To provide and refresh key materials either a

manual or automated key management is deployed [16]. Manual key management requires

re-keying by hand upon expiration of security keys. The introduction of an automated key

management scheme allows dynamic key exchange and re-keying which is required by a

large-scale network that employs cryptography [16]. According to Trappe and Washington

[17], the following key management approaches are distinguished:

• pre-shared key

• key agreement

• key distribution

A pre-shared key is known to all participants prior to communication. Each member of the

network is conVgured out-of-band with a key. In the simplest case, the entire network shares

the same symmetric key. Such a group-wise shared key has the drawback of a compromised

key breaching the security for the entire group. To mitigate this impact, pair-wise keys may

be applied. Each member thus shares a unique key with any other member that it wishes to

securely communicate with. The advantage of a pair-wise key management scheme is that a

single comprised key does not aUect the security of remaining members of the network.
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In contrast to a pre-shared key, a key agreement protocol like the DiXe-Hellman protocol

[18] establishes a symmetric key between two communicating partners. DiXe-Hellman does

not require any information to be shared amongst both participants prior to the key agreement.

The secret key is produced as result of their communication and only known to the participants

[17]. However, such an approach is not suited for group communication, as a key is established

only between two members.

In a key distribution scheme the security keys are distributed by a key server. This key

distribution server is equipped with all secret keys which are distributed to clients when

required. To secure the communication a pre-shared key or asymmetric cryptography can be

used.

2.2 Bloom Filters

A Bloom Vlter [19] is a probabilistic data structure for memory-eXcient storage of elements.

Bloom Vlters only store a representation and not the element itself, thus allowing a quick

execution of membership queries. A query either returns a deVnite no or a maybe. Hence,

falsely receiving a negative reply is not possible. Each query, however, bears the risk of a false

positive which is considered when parameterizing the Vlter.

A Bloom Vlter is deVned as a bit-vector v of sizem with all bits initialized to zero. By using

k independent hash functions h1(·) . . . hk(·) with a range of {0 . . .m}, each element of a set

A = {a1 . . . an} is mapped to k bits in v. To add an element ai to the Vlter, the element is

hashed by each function, so that xj = hj(ai), with 1 ≤ j ≤ k. Each xj denotes one of k

hash values of ai and is mapped to an index in v which is set to 1. Each bit is set only once.

Removing an element by setting its bits to zero is not permitted as it possibly removes other

elements as well. The size of each of the input element is reduced to a maximum of k bits. Due

to the overlapping of bits of diUerent elements, a query may return a false positive result. An

element ai that is not contained in v may be represented as member if all k bits of ai coincide

with bits of other elements.

To test whether an element ai is a member of the Vlter, the element is hashed in the same

manner as done for the insertion into the Vlter. This results in the hash values x1 . . . xk , where

each value represents an index of v. If any index is still set to zero, the element is deVnitely

not contained in the Vlter. Else, if all bits have been set to one the element may be in the Vlter.

By calculating k according to the formula k = m
n ∗ ln(2), f is minimized with respect to a

givenm and n, where n is the number of elements andm the size of the Vlter.
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The union and intersection operation is supported by Bloom Vlters as well [20]. Two Bloom

Vlters that have the same size and use the same number of hash functions can be united by

using the bitwise OR operation. Hereby each set bit of either Vlter results in a set bit in the

united Vlter. Alternatively, the intersection of both sets is created by performing bitwise AND

operations on both original Vlters. Only bits that are set in both Vlters are also set in the

resulting Vlter.

Plain Bloom Vlters are optimized with respect to the size of the Vlter m, the number of

elements n, the number of hash functions k, and the false positive rate f . For instance, for a

givenm and n the number of hash functions is optimized to minimize the false positive rate.

Bloom Vlters also allow various optimizations of which two approaches are presented:

• compressed Bloom Vlter

• scalable Bloom Vlter

Mitzenmacher [21] reconsiders the optimization problem of Bloom Vlters. He aims at optimiz-

ing a compressed Bloom Vlter that minimizes the bits to be transferred rather than enhancing

the required storage space of the uncompressed Vlter in memory. Since the optimization of

plain Bloom Vlters results in an uniform distribution of bits [21], a compression does not

gain any space beneVts. He shows that choosingm larger and k smaller results in a smaller

compressed Bloom Vlter that sustains or even lowers the false positive rate. He thus achieves

an optimized compressed Bloom Vlter that is about 30% smaller than the plain Bloom Vlter

with the same false positive rate.

Compressed or plain Bloom Vlters require that the number of elements is known prior to

using the Vlter. To achieve more Wexibility, Almeida et al. [22] propose scalable Bloom Vlters.

In their approach, a Bloom Vlter is Vrst chosen for a small set of elements with a certain false

positive rate. When half of the bits are set, the Bloom Vlter is full and a new one is added

that has a tighter false positive rate. A member query is performed by checking both Vlters

sequentially. The second Vlter requires a tighter false positive rate as all single Vlters are

independently queried. Take, for example, a scalable Bloom Vlter with a desired false positive

rate of 1 %. The Vlter consists of a single plain Bloom Vlter with false positive rate f0 = 0.01. If

a new Vlter were added with a false positive rate of f1 = 0.01, the probability of not receiving a

false positive when checking for an element in both Vlters is P = (1−f0)∗ (1−f1) = 0.9801.

The probability of receiving a false positive is therefore 1−P = 0.0199 and thus approximately

2 %. Choosing all Bloom Vlters with a tighter false positive rate lets the overall rate converge

to the desired value.
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Figure 2.2: Architecture of an RPL Routing Domain – The Vgure shows a Directed Acyclic
Graph that consists of two Destination Oriented DAGs inside an RPL instance. Both
DODAGs are connected through a backbone link by their roots, R1 and R2. The
position of each node is indicated by its rank.

2.3 Design Concept of RPL

This section introduces the key features of the IPv6 Routing Protocol for Low-power and Lossy

Networks (RPL) [5]. This includes the topology creation and maintenance, communication

patterns as well as the security properties that are relevant for this survey.

The main goal in the design of RPL is to provide a generic standard for various applications

in LLNs. These applications include urban [23] and industrial [24] environments and home-

or building automation [25, 26] which diUer in terms of traXc Wow pattern, security and

message delivery requirements. RPL deVnes the general functionality of topology creation

and maintenance and provides specialized and optional features in external speciVcations to

remain applicable across many variable scenarios. An Objective Function (OF) deVnes the exact

procedure by which a node selects its position in the network and allows diUerent applications

to optimize the topology formation to its speciVc requirements [5, p. 17].

2.3.1 Architecture of RPL

An RPL domain is constructed as a tree-like topology that consists of various nodes. The

hierarchy is represented by a Directed Acyclic Graph (DAG). All edges of the DAG are directed
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in a way, so that no cycles exist. It fragments into one or more Destination Oriented DAGs

(DODAG) [5, p. 13], where each DODAG is rooted at a dedicated sink node that serves as

data collection point [5, p. 10]. These root nodes provide connectivity between the nodes of

the DODAGs through a common backbone link. Each root oUers a collection point for data

aggregation and functions as an LLN Border Router (LBR) to provide connectivity outside the

RPL routing domain. Each node in the DODAG functions as a router or a host. Hosts generate

but do not forward RPL traXc. A router both generates and forwards RPL traXc [5, p. 13] and

has one or more child nodes. Figure 2.2 illustrates an exemplary RPL instance consisting of a

DAG with two DODAGs.

The initial topology is created proactively and allows upward traXc to be forwarded along

the DODAG. The root maintains conVguration parameters which are distributed downwards

to all nodes. Each member of the DODAG periodically transmits these parameters to its

neighbors to provide updated routing information for members or to allow new nodes to

join the network. A new node processes this information, selects a member as parent and

calculates a rank which denotes its relative position in the DODAG toward other nodes and

the root. The rank of a node is based on the rank of the parent and increases monotonically

starting at the root node which has the lowest rank. Each node subsequently calculates a rank

that is higher than each of its parents. A parent denotes a potential next-hop and upward path

toward the root. The best suited parent according to chosen metrics and constraints is elected

preferred parent which is the default next hop on an upward path [5, p. 67].

Downward routes allow the root to communicate with nodes within the network and provide

connectivity between arbitrary nodes. The root knows a path to all downward destinations

and thus forwards the traXc directly. In-network nodes send messages upwards Vrst, until

they reach a common ancestor of the source and destination which is able to redirect the traXc

downwards. Messages travel downwards henceforth until they reach their destination.

Loops in the topology are detected and removed reactively during forwarding operations.

A local repair mechanism increases the frequency in which control messages are sent to

remove inconsistent routing states. If local repairs cannot suXciently sustain consistency of

the topology, a global repair is initiated by increasing the DODAG version number. The version

number of a DODAG is an abstract representation of the current topology setting which

may evolve due to rank changes or local repairs. If local repairs cannot sustain a consistent

topology, an increased version number is propagated by the root and initiates a reconstruction

of the entire topology. During such a global repair nodes can rearrange their position in the

DODAG. Only the root node is permitted to increase the version number as it aUects all nodes

in the topology [5, p. 69].
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2.3.2 Topology Creation and Maintenance

RPL deVnes mechanisms for the formation of the topology and repair mechanisms to recover

from failure of nodes and routing loops. For this purpose, routers exchange an RPL speciVc

type of ICMPv61 messages which contain the required routing information. Up- and down-

ward routes along the DODAG are created by sending messages in the opposite direction.

Upward paths toward the root are thus created by sending DODAG Information Objects (DIOs)

downwards from the root toward the leaves. Downward routes are established by sending

Downward Advertisements Objects (DAOs) from leaves toward the root.

DODAG Formation A DODAG consists of a root node and an arbitrary number of nodes

within the network. The exchange of control messages allows nodes to discover and maintain

other neighbors and to establish connectivity to the root [5, p. 67]. The root initiates the

construction of the topology by distributing conVguration parameters enclosed in DIOs [5,

p. 66]. To join the DODAG, a node either waits until it receives a DIO from its immediate

neighbors or requests a DIO from a neighbor by sending a DODAG Information Solicitation

(DIS) message [5, p. 115]. The DODAG successively grows as the information is propagated

downwards which allows new and distant nodes to join the network. The message exchange

during the topology creation is illustrated in Figure 2.3.

In the process of joining, each node subsequently selects candidate neighbors and parents [5,

p. 67]. The candidate neighbors are one-hop neighbors reachable over link-local multicast.

A node selects a subset of neighbors as parents which are located higher in the topology

and indicate a next hop for upward traXc. Finally, each node elects a single parent to be its

preferred parent which denotes the default next-hop for upward traXc [5, p. 67] (see Fig. 2.3(b)

– 2.3(d)). All members of a DODAG select at least one parent by which they are attached to the

root [5, p. 73] and which allows them to send upward traXc [5, p. 66]. Multiple parents oUer

optional routes that enable load balancing or alternative paths in case of failure [5, pp. 19, 67].

Once a node has selected a set of successors, it determines its position in the DODAG.

For this purpose, the node computes its rank by adding a step to the rank of its preferred

parent [5, pp. 20 f., 107, 108]. The size of this step is deVned by the implementation and the

objective function.2 The minimum increase is denoted by the parameter MinHopRankIncrease.

Various metrics [29] that are carried in DIOs inWuence the calculation of the rank which allows

determination of the optimal path in terms of metrics, such as number of hops or expected

1ICMPv6 is the Internet Control Message Protocol for IPv6 [27].
2The necessary objective functions a node requires to operate in a speciVc LLN are included in the implementation
[5, p. 8].
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(a) Step1: Initial DIO Propagation (b) Step 2: Route Establishment & DIO
Progagation

(c) Step 3: Route Establishment & DIO
Progagation

(d) Resulting DODAG

Figure 2.3: Creation of Upward Routes in RPL – The rank of a node is denoted by the
number in each circle. Default upward paths between two nodes are depicted by
black arrows. Grey striped lines indicate optional paths. (a) shows the multicast of
DIS and the initial DIO propagation. In Figures (b) and (c) nodes join the DODAG,
establish routes and propagate DIO messages. (d) shows the resulting DODAG.
(Vgures adapted from Bauer [28])
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MOP Description Multicast

0 no downward routes −
1 non-storing mode −
2 storing mode −
3 storing mode X

Table 2.1: RPL Mode of Operation (MOP) Encoding [5, p. 40]

transmission count (ETX). This way the rank represents the relative distance of a node toward

the root and deVnes all parent-child relations in the DODAG [5, p. 20]. Finally, the node

advertises its rank by transmitting DIO messages to its neighbors. This allows others nodes to

join or update their own routing tables.

A node schedules its DIO transmissions by a "polite gossiping" protocol called trickle

algorithm [30]. "Polite gossiping" means that a node periodically sends information, but

remains quiet if other nodes have recently sent the same information [31]. Hence, trickle

distinguishes two basic incidents: reception of consistent messages (same information),3 and

reception of inconsistent messages (new information). In the Vrst case, trickle determines

the number of consistent DIO messages received within a certain time interval. A DIO is

transmitted if the number of consistent messages that have been received does not exceed

a deVned threshold. Once the time interval expires, its size is doubled and the interval is

started again. This is repeated until a maximum interval size is reached, so that DIOs are sent

less frequently as long as only consistent messages are received. However, upon reception

of an inconsistent message, the interval size is reset to its original size. In other words, the

transmission delay of DIOs grows exponentially until an inconsistent message resets the

interval and DIOs are thus sent with higher frequency.

Creation of Downward Routes Downward routes are established for communication of

the root with nodes within the network and are provided by the node itself. The node therefore

sends DAO messages upwards that contain its IP address or preVx and that allow for the

reachability of that node. The support of downward routes is optional and supported in either

storing or non-storing mode of operation as shown in Table 2.1. The mode of operation deVnes

the basic paradigm of how the downward routing states are maintained.

In non-storing mode, the root maintains source routes toward all downward destinations

[5, p. 78], so that routers do not store a downward routing state. To advertise a downward

destination, a node includes its own address as well as the address of its parent in a DAO. The

3An RPL node considers a DIO consistent if it does not change its upward routing state [5, p. 74].
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(a) DAO Propagation of Leaf Nodes (b) In-Network Aggregation & Propaga-
tion

(c) Collection at Root Node (d) Resulting Downward Paths

Figure 2.4: Creation of Downward Routes in RPL – DAO routes are created upon upward
paths which are not shown for clarity reasons. Lines in the upward direction denote
the sending of DAO messages, downward lines are established paths. Dashed lines
indicate an optional route that enables multiple downward paths. (a) shows the
initial DAO propagation by leaf nodes. In Figure (b) and (c) nodes receive, aggregate
and forward DAO messages from their sub-DODAG. The resulting downward
topology is illustrated in (d).
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address of the node indicates the downward destination, and the parent’s address denotes the

path toward it. A node may add several parents to establish multiple downward paths for load

balancing or route resilience. Assigning preference among these parents allows for the root to

Vnd the optimal downward route to each destination. The DAO is sent directly to the root and

forwarded by other nodes. A node that receives such a DAO aggregates the downward routing

states by including its own destination and path tuple in the message [5, p. 85]. The root node

receives all DAOs and recursively creates source routes from these tuples [5, pp. 81, 85, 88]. If

a DAO parent of a node changes, it provides an updated DAO to the root. The root is able to

update all aUected source routes without acquiring DAOs from all nodes on the path [5, p. 85].

Non-storing mode thus has the advantage of requiring less storage and computation eUort by

each node. However, a direct node-to-node communication requires a message to travel to the

root Vrst which then sends it on a downward route which may lead to longer point-to-point

paths.

In storing mode, each router maintains the next-hop information for downward destinations

and autonomously forwards downward traXc [5, p. 78]. For this purpose, a node receives

DAO messages from its sub-DODAG and updates its downward routing table according to

the received routing information. The node aggregates the information and sends a DAO

containing its entire downward routing state to one or multiple parents. Each of these parents

provides connectivity to all downward destinations that the node advertises [5, p. 86]. As in

non-storing mode, assigning a preference among these parents determines the optimal route.

In contrast to non-storing mode, the parent processes the information directly, so that the

downward routing state propagates hop-by-hop to the root [5, pp. 84, 86]. The advantage of

storing mode is the creation of shorter downward paths. A message may not have to travel all

the way to the root before being forwarded downwards to higher ranks.

Figure 2.4 illustrates the creation of downward routes for storing as well as for non-storing

mode. Note that in non-storing mode it is not necessary to send a DAO to multiple parents to

create multiple downward routes as this information can be aggregated in a single message.

DAOs are triggered by the DAO Trigger Sequence Number (DTSN) that is contained in DIO

messages. By sending an increased DTSN, a node requests the transmission of DAOs from

its immediate children. In storing mode, a node increases its DTSN to maintain only its own

routing table [5, p. 83]. In non-storing mode, the DTSN is used by the root to demand a global

DAO update, in case a global repair (incremented version number) is not required [5, p. 84].

Loop Avoidance Strategies Strictly following the rank properties during the DODAG cre-

ation provides a loop-free topology [5, p. 68]. However, due to nodes dynamically joining
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Field Description
′O′ − flag traXc direction (Wag set: downward, else upward)
′R′ − flag indicates rank-error, if set
′F ′ − flag indicates forwarding-error, if set

RPLInstanceID ID of RPL instance
SenderRank rank of the sender

Table 2.2: RPL Control Information in Datagrams [5, p. 101]

and leaving the network or nodes moving in the topology, routing states become inconsistent.

Hence, members of the DODAG produce updated control traXc to prevent outdated neighbor

relations from disrupting the routing and forwarding operations.

Once a node is attached to the DODAG and has advertised its rank, a loop avoidance strategy

of RPL restricts further rank changes. In general, moving closer to the root by decreasing the

rank does not hold the risk of creating a loop [5, p. 72]. A rank decrease is allowed as long

as the rank remains greater than the rank of all parents. A node that decreases its rank must

therefore remove all parents with lower or equal rank [5, p. 71].

Moving further away from the root by increasing the rank on the other hand may result

in a routing loop. A loop is caused, for instance, by a node that selects its former child as

new parent after increasing its rank. To avoid these loops, a node advertises rank changes in

updated DIO messages. The reception of such an update causes a resetting of the trickle timer

as the new information is inconsistent with the node’s current routing state. A local repair is

thus triggered, resolving the inconsistent routing state.

A node that cannot maintain any valid parents detaches from the DODAG by advertising a

rank of inVnity to all neighbors [5, p. 72]. A child node that receives such a poisoning message

from a parent removes that neighbor from its routing table. As an alternative to poisoning,

a node may become the root of a Woating DODAG, for instance, to sustain interconnectivity

during a repair [5, p. 18]. Nodes that have no alternative routes join the Woating DODAG which

allows a communication with other nodes until a connection to the root is re-established.

A node may also remove a downward route if it does not further provide a forwarding path

to a target. In storing mode, a node notiVes the parent by sending a No-Path DAO which is a

DAO with a lifetime of zero. A No-Path DAO indicates the loss of reachability toward a target

and allows the parent node to delete the child as next hop for downward traXc. A non-storing

node that removes a parent notiVes the root by sending an updated DAO.
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Reactive Loop Detection The loop avoidance strategies help to maintain a consistent topol-

ogy. However, a certain message loss rate due to poor link quality or signal interference is

expected in every LLN. A proactive approach for maintaining the topology creates a larger

overhead for links that are not used at the time. RPL therefore provides a reactive detection

and recovery mechanism to cope with potential loops by appending RPL control information

to datagrams, such as rank and traXc direction [5, pp. 18, 101]. This rank-based data-path

validation allows RPL to detect inconsistencies reactively rather than resorting to the frequent

proactive exchange of control traXc beyond the initial creation of the topology. The control

information is processed and updated at every hop on the path toward the destination.4 A list

of the required data-path validation information is given in Table 2.2.

An inconsistency is detected by using three Wags (’O’, ’R’, ’F’) and the rank of the sender. The

rank of the sender is set every time before forwarding a message by the corresponding sender

which is contained in each datagram. This validation process covers two basic scenarios:

1. The sender’s rank and the direction of the traXc (’O’-Wag) do not match. The recipient

of a downward packet must have a lower rank than its predecessor, indicated by the

SenderRank Veld. In turn, the sender’s rank of a packet traveling upwards must be

higher.

2. A forwarding error occurs (’F’-Wag set) which indicates that a node does not maintain a

route to the destination, e.g. due to an obsolete or not yet updated routing state.

The loss of two sub-types of messages result in this kind of loop: a DIO message that poisons a

route and a No-Path DAO that removes a downward route [5, p. 26 f.]. The following example

scenarios illustrate both incidents.

• Example scenario 1: Figure 2.5(a) visualizes an upward loop. Node A detaches from

the DODAG and poisons its routes. Its child node B does not receive the message

and continues to use the detached node A as preferred parent. Next, node A rejoins

the DODAG and elects B as preferred parent in turn. Each time either one forwards

data traXc, the message oscillates between A and B, thus creating a loop [5, p. 26].

The inconsistency lies within the perspective of both nodes: both act as a child of the

other, hence the traXc going upwards travels downwards from the other node’s point of

view. If A receives a message from B, with a smaller rank and the O-Wag set, indicating

upward traXc, A will detect the inconsistency.

4Details on where the information is placed are not speciVed by RPL. However, an exemplary external speciVcation
by Hui et al. [32] proposes to enclose the control information in the IPv6 Hop-by-Hop Options Header.
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(a) Upward Loop (b) Downward Loop

Figure 2.5: Formation of Routing Loops in RPL – Figure a) shows a loop due to a lost poison
message. An upward message is falsely sent downwards. In b) the loss of a No-Path
DAO results in a downward loop. A downward message is falsely sent upwards.

• Example scenario 2: Assume three nodes A, B, and C as illustrated in Figure 2.5(b):

Node A is a DAO parent for B and B is a DAO parent for C . Node C invalidates the

downward path by sending a No-Path DAO message to B. Node B forwards the update

to A. However, A does not receive the message and assumes a valid downward route to

C over B. Node A sends a message to C . However, B forwards the message back to A,

attempting to Vnd a common ancestor. The message oscillates between nodes A and B

[5, p. 27]. This inconsistency is addressed by the rule that a message only changes its

direction once at the common ancestor [5, p. 104]. Hence, if a child receives a downward

packet but does not provide the downward route to that destination, an inconsistency is

detected.

Reactive Recovery As depicted in Example scenario 1, a message traveling in the opposite

direction with respect to the data-path validation indicates an inconsistent routing state. A

node that detects this inconsistency sets the rank error-Wag in the packet information and

forwards the message according to RPL. A single error along a path is not considered critical,

therefore the recovery mechanism is only triggered upon the reception of a packet with the

error-Wag already set [5, p. 103]. In this case, the node discards the packet and resets its trickle

timer, thus sending DIO messages in order to locally repair the routing state. The risk of such
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a loop is reduced by buUering the current DODAG version number when detaching from the

DODAG [5, p. 69]. A node compares the old and new version number when joining a new

DODAG version to ensure that it is not re-attaching to its former sub-DODAG [5, p. 69 f.].

The recovery for downward inconsistencies as in Example scenario 2 is distinguishable by

storing and non-storing mode. A node that is unable to forward a downward message in

storing mode sets the forwarding error-Wag in the RPL packet information and returns the

packet to its predecessor. The sender updates the downward routing table by removing the

entry that caused the error. The node then unsets the error-Wag and attempts to send the

packet on a diUerent route [5, p. 104]. This process is repeated until either a valid route is

found or no alternative route remains. If no alternative exists, the node may request a DAO

update from its children. In non-storing mode, each node picks the next-hop from the source

routing header. If a message cannot be forwarded, the node discards the message and sends

an ICMP error back to the root [5, p. 103] which may trigger a DAO update from the entire

DODAG. The risk of this loop is reduced by acknowledging No-Path DAO messages [5, p. 27].

The above recovery mechanisms describe a local repair. If an intolerable degree of inconsis-

tencies exist or if the local repair mechanisms cannot establish a consistent topology, the root

increases the version number to initiate a global repair [5, p.17]. This global repair rebuilds the

entire topology and creates a new DODAG. The rank of nodes that join the new version is not

related to their rank in the prior version [5, p. 17]. A global repair does not necessarily result

in a diUerent topology setting since the same parent-child relations might form.

2.3.3 Communication in RPL

The hierarchical structure of the RPL topology allows traXc to Wow in diUerent directions

along the DODAG. RPL hereby provides basic traXc Wow patterns as well as support for

multicast. The following gives an insight into these traXc Wow patterns as well as multicast in

RPL.

TraXc Flow Patterns RPL provides the infrastructure for the following traXc Wow patterns:

• Multipoint-to-Point

• Point-to-Multipoint

• Point-to-Point

The topology is optimized for P2MP and MP2P traXc [5, p. 13 f.] which are the fundamental

communication patterns for many applications like home and building automation [25, 26]

and urban environments [23].



2 Background 21

Multipoint-to-Point (MP2P) traXc is a mandatory feature of RPL and is naturally supported

by the structure of the DODAG. Upward routes provide convergecast traXc on which all nodes

send messages to their parents, so that the traXc is forwarded along the DODAG until it

reaches the root that processes or aggregates the data. The root can also function as an LLN

border router to allow forwarding to destinations on other networks.

For example, sensor nodes that monitor the temperature of a room will periodically advertise

their readings. The root collects measured data, but does not necessarily analyze or evaluate

the data, and sends a merged or pre-processed packet to an application server.

Point-to-Multipoint (P2MP) traXc is an optional feature in RPL and supported by the creation

of downward routes. Downward routes allow the root to communicate with devices in its

sub-DODAG. Depending on the mode of operation setting, nodes either maintain routing states

and are able to make forward decisions autonomously, or they only forward the downward

traXc according to the source routing header. Downward routes also allow the support of

multicast operations. P2MP traXc is required especially in home automation [25] and urban-

and industrial environments [23, 24].

Point-to-Point (P2P) communication between two arbitrary nodes of the DODAG is provided

by up- and downward routes. P2P communication is often required in applications like

building automation [26] and urban environments [23]. In RPL a P2P message destined to an

immediate neighbor can be delivered to that node directly [5, p. 77]. Otherwise the message

is forwarded upwards toward the root until it reaches a common ancestor that redirects the

message downwards. In storing mode, the common ancestor can be any of the nodes on the

upward path. In non-storing mode, it would always be the root, with the exception in case that

the destination is located on the path from the source to the root node [5, p. 19]. P2P traXc is

constrained by the properties of the tree-like topology: It is quite eXcient to forward messages

up- or downwards, forwarding a messages sideways among the same ranks, however, involves

routing arcs [33].5

Multicast in RPL The traXc infrastructure can also be applied in support of multicast traXc.

RPL speciVes the basic support for multicast operations in terms of group registration and

forwarding multicast traXc. The details on multicast in LLNs, the creation of a multicast based

DODAG, and speciVc RPL multicast operations are not deVned [5, p. 104 f.].6 The support for

multicast is only provided by storing mode and broadcasted by the mode of operation setting

in every DIO [5, p. 104].

5Goyal et al. [34] propose optimization for non-storing mode by reactively creating P2P routes. They increase the
performance of P2P by spanning a temporal DODAG sideways.

6Hui and Kelsey [35] deVne a framework for multicast forwarding in LLN to specify these features.
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The registration to a multicast group is equivalent to the advertisement of a downward

destination. A node registers to a group by sending a DAO message to one or multiple

DAO parents. The target address contains the required multicast group address that the

node subscribes to [5, p. 104]. A node either sends the DAO message to multiple parents

or the preferred parent only. Hence, each node has to make a trade-oU of redundancy and

reliability. Using a single route for the reception of multicast traXc holds the risk of message

loss. Receiving multicast traXc on multiple routes on the other hand may result in redundant

messages which would have to be discarded [5, p. 105].

A node that receives multicast traXc from its parents copies the message to all children

which are registered to that group as well, except the predecessor of that message. Multicast

messages originating from the sub-DODAG are forwarded to the preferred parent or alternative

parents, respectively. The root forwards the traXc to external sources, if required. In this

manner the root functions as an automatic rendezvous point for the RPL network and an

outside domain [5, p. 105].

2.3.4 Security of RPL

RPL provides basic security features to deploy secure control messages by which the com-

munication channel is secured. The security is optional and intended to provide protection

in the absence of link layer security. Other than unsecured mode where RPL relies on link

layer security, RPL security operates in either of two deVned security modes that protect the

network against an intruder [5, p. 90]:

• preinstalled mode

• authenticated mode

In preinstalled mode all nodes are priorly equipped with a global or pair-wise shared key.

Using the pre-shared key, each node is enabled to send secured control messages and thus

proves its authenticity with this key during the process of joining [5, p. 90]. Preinstalled mode

provides message conVdentiality, integrity, and authentication [5, p. 32 U.].

Authenticated mode also relies on a pre-shared key. Using this key, a node is only permitted

to function as host and thus not allowed to forward messages on behalf of other nodes. To fully

join as a router, the nodes Vrst obtain a second key from a key authority using the pre-shared

key. The key authority determines whether the node is permitted to function as a router [5, p.

91]. Authenticated mode is provided for future use, as details on the key authority and key

exchange are not speciVed by RPL [5, p. 92].
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RPL speciVes the required cryptographic mechanisms to provide authenticity, integrity and

conVdentiality. These mechanisms are

• authenticated encryption

• digital signatures

RPL employs CCM (Counter with CBC-MAC) [13] as authenticated encryption mode, with

AES-128 as underlying block cipher. CCM provides a CBC-MAC (Cipher Block Chaining

Message Authentication Code) for message integrity and authentication as well as encryption

in counter mode for conVdentiality. The most important requirement of CCM to ensure

security is that the CCM nonces that are required for the generation of unique key streams do

not repeat for a given key (see Sec. 2.1.2).

In RPL such a CCM nonce is denoted by a 32 bit incremental counter which is sequentially

increased for each secured transmission. This counter is used when encrypting messages in

CCM mode and for message replay protection. The counter can alternatively store a timestamp

in which case delay protection is provided as well. To protect incoming as well as outgoing

packets, a node maintains two individual counters for each particular destination address [5,

p. 94]: an outgoing counter for the encryption of traXc and an incoming counter for the

decryption and replay/delay protection of messages [5, p. 96]. The applied outgoing counter

value is transmitted in each secure control message to allow decryption for the receiving node.

RPL provides a synchronization by exchanging Consistency Check (CC) messages to ensure

non-repeating counters and to compensate for counter state loss upon failure of a device.

Figure 2.6 shows the CC message exchange after the failure of a node. The synchronization is

initiated by a CC request message which contains a nonce and the expected outgoing counter

of the destination. A node replies with a CC response message by which it transfers its actual

counter values. The requesting node sets the incoming counter to the value received within

the response. Its outgoing counter is set to an increment of the counter value that has been

applied to secure the response message. Both messages carry the same nonce to prevent a

replay attack.

A synchronization can also be initiated when a node receives a control message that is

secured by an initial counter state that is inconsistent with respect to its own states. In this

case, the receiver issues a CC response to deliver the values it currently maintains for the

sending node. For example, a node that has failed and now restarts, begins its CCM counter

at zero and sends secured messages. A receiving node maintains the actual counter states

for that node and thus transmits its counter states in a CC response [5, p. 47]. This example
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Figure 2.6: Synchronization of CCM Counter – Node A sends a CC request {〈η〉}0 to B.
The request contains a nonce η and is protected by A’s initial counter state (0).
B replies with a CC response {〈η, 8〉}6 containing its incoming counter (8) and
echoing η. The response is secured byB’s outgoing counter (6). NodeA resets both
counter states, so that further communication uses synchronized counter states.

is analogue to Figure 2.6, however not directly initiated by a CC request, but implicitly by a

control message with inconsistent counter state.

An RSA digital signature scheme [36] allows the creation of signatures of 2048 or 3072 bit [5,

p. 99] as an alternative to authentication by CBC-MACs. The signature is created by signing

the SHA-256 (Secure Hash Algorithm, 256 bit) [37] hash value of the message rather than the

entire message [5] and provides authentication and integrity. When using digital signatures,

encryption can be applied using AES-128 in CCM mode as well. In contrast to the CCM

speciVcation, no further CBC-MAC is created when a digital signature is applied because the

signature provides suXcient authenticity [5, p. 99].
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In this chapter the security of the IPv6 Routing Protocol for Low-power and Lossy Networks

is analyzed. The architectural components of an RPL network comprise of a root node and

an arbitrary number of additional routers and hosts as depicted in Figure 3.1. The root is

responsible for the creation of the topology and global maintenance, serves as a data collection

point and supplies special functionality such as border routing into IP-based networks. Routers

send and maintain routing information to provide connectivity between LLN devices. Hosts

carry out the actual tasks, for example sensing environmental conditions and sending the

measured data to the root.

All messages that are exchanged between devices are transmitted over-the-air. This opens

the door for an outsider exploiting potential weaknesses of the network, such as unauthorized

modiVcations of messages or gaining access to sensitive information by monitoring message

exchange. Moreover, the accessibility of deployed devices, especially in public places makes it

easier for an attacker to compromise a device, if not properly protected. This enables him to

read and substitute routing information or obtain security credentials.

RPL speciVes several security mechanisms to mitigate these threat scenarios. For a precise

security evaluation, it is necessary to Vrst describe potential threats and the attackers. Hence,

this chapter begins with the deVnition of the threat and attacker model.

3.1 Threat and Attacker Model

The threat categories relevant for this work are related to those in the analysis by Tsao et

al. [38], and threats therefore fall into either one of the categories authenticity, integrity,

availability or conVdentiality. Non-repudiation is not considered, because it is not relevant in

the communication between devices in the context of the routing protocol [38].

Before categorizing all threats, an overview of the used terminology is given.

• Control plane: provides the support that is required for the establishment and main-

tenance of routing paths. Routers therefore exchange control plane messages which

contain the relevant routing information to Vnd the quested path for data packets.
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Figure 3.1: Architecture and Components of an RPL Routing Domain – DODAG 1 and
DODAG 2 with root nodes R1 and R2 and many routers and hosts, respectively
(empty circles). Each router or host may select multiple parents (dashed lines). Both
DODAGs are connected by a common backbone link.

• Data plane: provides the support for data forwarding. A router that receives a packet

looks up the corresponding entry in its routing table which has been created by the

control plane and thus decides the next hop for a given data packet.

• Deception [10]

– by masquerade: an attacker impersonates an authorized node to deceive another

authorized node. The goal of the attacker is to obtain the privileges of the im-

personated entity to execute functions or gain access to resources that require

authorization. Examples for an impersonation are replay attacks or identity spoof-

ing.

– by falsiVcation: subcategorizes into substitution and insertion. Substitution denotes

any illegal modiVcation (alter or replace) to valid data to deceive an authorized

node. Insertion is the illegal introduction of false data to deceive an authorized

node.

• Disruption [10]
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– by corruption: subcategorizes into tampering and malicious hardware1. Tampering

denotes any illegal modiVcations to the routing logic, data or control informa-

tion that alter the functions of the routing protocol. Malicious hardware is any

introduced or maliciously used hardware to modify routing behavior.

– by obstruction: subcategorized into overload and interference. Overload is any

form of exhaustion of nodes or network. Interference denotes the blocking of

communication on the control or data plane.

• Disclosure [10]

– by interception: denotes the unauthorized access to sensitive information by spying

on the message exchange (eavesdropping).

– by inference: denotes the unauthorized access to sensitive information by interpret-

ing or inferring the characteristics of the communication (traXc analysis).

3.1.1 IdentiVcation of Threats

A threat is deVned as an incident that potentially causes harm. A vulnerability is a weakness

of the system that allows for threats to occur [39]. Attacks aim at damaging or compromising

the assets of a system by exploiting vulnerabilities and are thus deVned as the realization of a

threat. Hence, when considering an attack, a threat can be described as the potential for an

attack by exploiting a vulnerability.

Assets in an LLN are routing information, resources, processes and nodes [38]. Routing

information is exchanged over-the-air and partially stored by every node. Resources include

CPU cycles, memory, energy capacities and communication bandwidth. Processes provide

services such as route creation and maintenance required by the network. Nodes provide

interconnectivity and form the basis of the LLN.

From these assets it can be deduced that the possibility of an adversary to gain access to

an asset is either given by exploiting the wireless communication channel or by accessing a

device physically or remotely. Furthermore, RPL has been designed for interoperability of

smallest devices where hosts have the ability to connect to the other IP-based networks. This

paradigm creates the threat of attacks launched from the Internet. However, it is assumed that

border routers are able to use complex and praxis-proven cryptographic protocols, such as

digital signatures combined with an infrastructure for digital certiVcates to communicate with

hosts or routers in other routing domains. This work therefore focuses on threats and attacks

1Re-deVned from RFC-4949, which deVnes malicious logic as hardware, Vrmware and software.
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Classification Threat

Authenticity /
Deception of an authorized node by masquerade

Integrity
Deception by substitutions in the control / data plane
Deception by insertions in the control / data plane

Availability
Disruption of control / data plane by corruption
Disruption of control / data plane by interference
Disruption of control / data plane by overload

ConVdentiality
Disclosure of sensitive information by interception
Disclosure of sensitive information by inference

Table 3.1: Summary of Threats

launched from inside an RPL routing domain. Hereby it is assumed that border routers, due to

their essential role in RPL, are tamper resistant and thus not compromised by an attacker.

The relevant threat categories are summarized in Table 3.1 and described in the following.

Threats to integrity and authenticity The communication channel can be exploited by the

substitution of message content or the insertion of forged messages. This can, for example,

be achieved by intercepting messages and making illegal modiVcations before transmitting

them to the actual destination or by accessing a node directly. An attacker that has access to a

node may substitute its routing state or reprogram the device with a malicious code, so that

the node sends false routing information. He thus has the ability to inWuence or control route

creation and maintenance. He further impersonates other authorized devices to gain their

privileges. This enables him to access and misuse protected resources or routing information,

or to corrupt processes.

Threats to availability A routing protocol requires services for topology/route creation,

maintenance and forwarding. Routers or nodes exchange routing information and provide

connectivity, so that all messages reach their destination. Nodes require a minimum of

resources to function correctly and to provide those services. An exhaustion of these resources

leads to a decreased availability of routing and forwarding. Threats on the availability are

thus the disruption of the control or data plane. An attacker achieves this by obstruction or

corruption of message exchanges.

Threats to conVdentiality The routing information is subject to unauthorized disclosure.

An adversary gains unauthorized access to the routing information by intercepting the commu-

nication channel or by accessing a node directly. He may further analyze the communication
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patterns and infer helpful information. He thus gains knowledge of routing states which help

him to detect a lucrative access point for further attacks.

3.1.2 Attacker Model

The attacker is provided with certain capabilities and resources to exploit potential vulnera-

bilities of the RPL network which thus denotes the actual risk of a threat. RPL implements

cryptographic countermeasures which require security keys. For this reason, this work dis-

tinguishes two classes of attackers, as deVned by Karlof and Wagner [40]: an insider that has

obtained a set of security credentials, and an outsider attacker with no security keys.

Outsider attacker The outsider attacker tries to intrude the network from outside the

security perimeter and thus denotes an unauthorized entity. This means that he has no access

to any cryptographic keys and is restricted by the security measures of RPL. He thus intends

to exploit the wireless communication channel.

The attacker is assumed to be an experienced hacker. Hence, he is assumed to possess

standard tools including a general purpose computing device such as a modern laptop which

gives him much higher resources than remaining nodes in the network. Furthermore, air-

sniXng tools like Wireshark to capture wireless communication and tools to substitute the

content of messages and insert new messages into the network are assumed to be be available

to this class of attackers.

The outsider attacker is not limited to a single device. Multiple laptops enable the attacker

to establish out-of-band communication between attacking devices. Furthermore, he may

install malicious hardware, like directed or more sensitive antennas, to inWuence the signal

propagation of the in-band communication and to increase his transmission and reception

range.

Insider attacker All characteristics of the outsider attacker apply to the insider attacker as

well. Additionally, the insider attacker is assumed to have obtained a set of security keys.

This might be done by an insider (traitor) actually selling or providing cryptographic keys,

or by compromising one or more devices of the network. For instance, a memory readout

enables him to extract routing information and security keys which he copies to an additional

laptop-class device. Hence, he is able to act as an authorized entity with the same privileges of

the compromised node. It is further assumed that these privileges allow the insider attacker to

function as a router in the network.
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3.2 Security Objectives

Security solutions for RPL must mitigate the potential threats. As summarized in Table 3.1,

each threat in this model belongs to one of the following three classes: authenticity and

integrity, availability or conVdentiality.

In the following, the available (cryptographic) tools and protocols that might be used to

protect threats against authenticity and integrity, availability and conVdentiality are brieWy

introduced. Note that the physical theft of a node cannot be directly countered on the network

layer [38]. Therefore, the countermeasures, for example using tamper resistance hardware, are

out of the scope of this thesis. Furthermore, the integrity protection is typically considered

in combination with authenticity in the form of (message) authentication. Hence, the tools

available for protecting the authenticity and integrity are described in the same section.

Authenticity and integrity Message authentication is required in LLNs to ensure that the

source is who it claims to be and thus to create a bond of trust between communicating

partners. The RPL security model must therefore prevent an adversary from masquerading

as an authorized node and from inserting false messages into the communication channel.

Integrity checks are required to detect the substitution of message content. This prevents an

attacker from inWuencing the routing behavior by illegally modifying routing information

during transfer.

Availability Mechanisms that provide availability consider the usability or reliability of

services and resources when they are required. Thus, the interference or disruption of

the communication channel and the exhaustion of the resources of nodes are threats to

availability. RPL must therefore provide a suXcient amount of message redundancy to ensure

the availability even in the event of node failure and partial disruption of the network.

Implicit threats to availability are evident whenever the violation of integrity or authenticity

leads into the unavailability of a service. This is the case, for instance, if traXc is redirected by

corruption of routing information. Hence, the implementation of authentication schemes and

integrity checks increase the availability as well.

ConVdentiality When sensitive data is transmitted over-the-air, it is important to prevent

that information from unauthorized disclosure by an attacker. In general, it is hard to detect

whether an unauthorized node has read the message during transit. ConVdentiality provides

protection so that only authorized entities gain knowledge of the message content, and it

is typically provided by encryption. Further, an attacker may analyze traXc Wows and read
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unencrypted routing information as a preparation for another attack. To make it more diXcult

for an attacker, for instance, to spot lucrative access points, the routing information may be

encrypted. However, the mere knowledge of routing information does not directly inWuence

the routing behavior [38]. Hence, these threats are not the primary concern of this survey.

3.3 Security Evaluation of RPL

This section evaluates the RPL compliance to these security objectives in consideration of an

outsider as well as an insider attacker. The security mechanisms used in RPL are assumed

to operate with a preinstalled key. The keys required for encryption and authentication are

shared among root node, routers and hosts by using a key management mechanism. Due to its

central role for security models based on cryptographic keys, the key management of RPL is

discussed as prerequisite to other security mechanisms.

3.3.1 Key Management

Cryptographic protocols require a security key, so that it is important to equip each node

with all necessary keys. There are two basic paradigms for key management: manual and

automated key management [16]. RPL speciVes a manual key management in which keys

are preinstalled by some out-of-band mechanism. The speciVcation of an automated key

management is left to external documents.

The manual out-of-the-box key management of RPL provides symmetric group keys or

pair-wise keys. A group key, however, is a security breach already in case a single key is stolen,

as the entire group shares the same key. While pair-wise keys mitigate this impact, they may

result in scalability issues, if the number of nodes becomes large, as each node stores n− 1

keys to securely communicate with all other nodes.

This minimal speciVcation of a manual key management complies with the overall goal of

RPL to provide only basic security features. However, especially large scale networks require

an automated key management to prevent the overuse of security keys and to revoke keys in

the case of a compromised node [16].

As a possible solution to these problems, Alexander and Tsao [41] propose AMIKEY which

is currently at the state of an Internet draft. Their approach denotes a key management for

LLNs based on on Multimedia Internet KEYing (MIKEY) [42]. Next, AMIKEY (Adapted MIKEY)

is brieWy introduced and evaluated for use with RPL.
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(a) Key Assignment Requested by Client

(b) Key Assignment Initiated by KMS

Figure 3.2: AMIKEY Key Assignment – SimpliVed view of the key assignment process in
AMIKEY. The TEK generation key(s) (TGK) and the security parameter (SP) are
encrypted using the pre-shared key (PSK). (a) shows the initiation by the client and
(b) the initiation by the key management server (KSM). (Based on [41])

Automated key management by AMIKEY AMIKEY intends to improve the security of RPL

by allowing to dynamically exchange master keys or TEK Generation Keys (TGKs). Session

keys or TraXc-Encryption Keys (TEK) are derived from the TGK. TEKs allow for frequent key

refreshment to prevent the overuse of security keys and allow for re-keying if a session key is

compromised. The TGK is exchanged using either a pre-shared key, asymmetric cryptography

or optionally DiXe-Hellman key exchange.

AMIKEY is designed to support the authenticated security mode of RPL. In authenticated

mode a joining node uses a pre-shared key to obtain a second key from a key authority.

Figure 3.2(a) shows a node that requests a key assignment using a pre-shared key (PSK). A

client sends a request to a key management server (KMS). The KMS initiates the key assignment

by sending an initiator message, protected by the pre-shared key, that contains one or more

TGKs and a set of security parameters (SP). The update of a TGK works in the same way, so

that a node sends a request message to the KMS and receives a new TGK from the KMS.
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Technique Defends against Outs. Ins.

CCM / AES, RSA unauthorized disclosure of security keys X –
AES in counter

mode
unauthorized disclosure of routing information
by interception of control messages

X ×

CBC-MAC /
deception by substitution of information in control
messages

X ×

RSA signature deception by insertion of forged control messages X ×
deception by masquerading as authorized node X ×

Counter
deception by insertion of outdated control messages
(replay)

◦ ×

Timestamp disruption by overly delaying control messages X ×
(X) detected / prevented (×) not defended (◦) mitigated

Table 3.2: Cryptographic Defense Techniques in RPL – Protection against an insider (Ins.)
and outsider (Outs.) attacker.

Re-keying can also be initiated by the KMS as visualized in Figure 3.2(b). The KMS sends

the key update to the node which responds to complete the key update and to provide mutual

authentication. The communication is secured by a pre-shared key. The key exchange can

alternatively be secured using public/private keys or a key exchanged by the DiXe-Hellman

protocol. This approach relaxes the scalability issue of pair-wise keys and provides equivalent

protection in case of a compromised session key. However, once a PSK is compromised, all

communication that has been secured with the PSK is potentially breached. An adversary may

decrypt priorly exchanged and recorded TGKs by using a stolen PSK.

A practical issue of AMIKEY is that it has not yet been standardized. Current RPL implemen-

tations therefore have to resort to other key management solutions or simply the preinstalled

mode of RPL with a manually installed key. The security of this preinstalled mode is analyzed

next.

3.3.2 Cryptographic Defenses

RPL deVnes various cryptographic countermeasures such as authentication schemes, optional

encryption as well as replay and delay protection. These cryptographic defenses of RPL cover

all types of control messages. However, datagrams which also contain routing information are

not secured by RPL. The security protocols described in this section therefore only consider

control messages and not datagrams. The security constructs and procedures provided by RPL

are summarized in Table 3.2 and discussed in the following.
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The cryptographic protocols that protect the authenticity, integrity and conVdentiality of

control messages of RPL include

• AES-128 in counter mode (CCM2)

• CBC-MACs (CCM)

• RSA signatures

In RPL, encryption is provided by CCM with AES-128 in counter mode. This encryption scheme

requires the creation of a unique key stream by using a secret key and a unique CCM nonce

for each key stream. In RPL, unique nonces are provided by an incremental counter which is

increased for each secured control message and is included in the message. The encryption

covers the entire base of the control message, excluding the IPv6 and ICMPv6 header as well

as security parameters of RPL which is required for decryption.

CCM provides the authentication of messages by CBC-MACs to verify the origin and the

integrity of control messages. For this purpose, a MAC is created over the entire unsecured

control message. A node that receives such an authenticated message veriVes the source

and the integrity of the message. If successfully veriVed, the node can be certain that the

content of the message has not been substituted and has been created by the corresponding

key owner. The node therefore trusts the data contained in the message and its source. If the

veriVcation fails, the message is dropped. If encryption is applied, additional authenticated

data provided by CCM is used to authenticate the unencrypted IPv6 and ICMPv6 header and

security parameters to allow the veriVcation of these information before decrypting a message

[5, p. 97].

An outsider attacker that intends to forge a MAC or to decipher an encrypted message has

to break the security of CCM or AES. The security of CCM has been proven by Jonsson [43].

He demonstrates that it is infeasible for an adversary to derive information from a cipher

or to forge a valid cipher as well as authenticated data without knowledge of the secret key.

Likewise, when properly implemented and applied, no practical attack is known that breaks

AES-128 faster than an exhaustive search [44, 45]. An outsider attacker has to Vnd the key by

brute-force and search the key space of 2128 which is eUectively infeasible. A MAC therefore

prevents an outsider attacker from falsifying routing information or from masquerading as an

authorized node and inserting messages into the network.

In RPL digital RSA signatures can be applied as an alternative to CBC-MACs. The authen-

tication and veriVcation process is similar to MACs, only that public/private key pairs are

2CCM: Counter with CBC-MAC / CBC-MAC: Cipher block chaining message authentication code
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used instead of a single secret key. The sender signs a message with its private key which can

be veriVed by any node that has access to the corresponding public key. Upon success the

verifying node trusts that the data has been created by the owner of the private key.

The security of RSA signatures has been proven by Bellare and Rogaway [46]. They show

that forging a signature is as hard as solving the RSA problem [47] for which no eXcient

algorithm is known when using keys of at least 1024 bits [48]. Hence, an outsider attacker can

neither forge a RSA signature nor extract the private key from a secured communication and

is thus prevented from claiming a false identity or from falsifying routing information.

The signing with a private key allows a distinct identiVcation of the owner of the private key,

if combined with a corresponding digital certiVcate. However, the signature scheme comes

with 3 major drawbacks. First it requires additional infrastructure to issue and propagate these

certiVcates and to allow a distinct identiVcation of the key owner. However, as of writing this

thesis, such a public-key infrastructure has not been standardized for RPL. Secondly, public

and private keys are much larger than symmetric keys: AES keys are provided with 128 bits,

whereas RSA signatures in RPL have a key size of 2048 and 3072 bits. Such large keys increase

the memory requirements and the transmission costs in a multi-hop LLN [49]. And lastly,

the computational requirements and thus energy consumption are much higher compared to

symmetric approaches [50, 51]. Using signatures may be useful for an initial authentication of

the root, but is infeasible for regular authentications or veriVcations of in-network routers

when considering very constrained devices. Additional signature schemes such as elliptic

curve cryptography [52, 53] as well as concepts for certiVcates can be provided by future

external speciVcations like AMIKEY.

Both approaches, CBC-MAC and RSA signatures, prevent an outsider attacker from the

falsiVcation of messages or from masquerading as an authorized node. The insider attacker

on the other hand behaves as an authorized node and therefore sends and receives control

messages. He may insert false routing information or substitute data within all messages using

the acquired security keys. Signatures or pair-wise applied secret keys may hereby reduce the

scope of the security keys that can be obtained by an insider attacker [5].

Replay and delay protection In addition to authentication and encryption schemes, RPL

also provides replay and delay protection by the following constructs:

• sequential counters (replay protection)

• timestamps (delay protection)
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In a message replay attack, an adversary retransmits a prior message to an honest node. For

the detection of replay attacks, RPL takes advantage of the property of CCM of non-repeating

nonces. If a nonce ever repeats, a replay attack is detected. A node therefore maintains two

sequential counters for each target: an outgoing counter to secure control messages toward

another node and a counter for incoming secured control messages of that node. A node

that receives a message checks whether the contained counter is an increment of the current

incoming counter state for the source. If a counter value repeats, a potential replay attack is

detected and the message is dropped [5, p. 96].

This detection techniques can only reliably detect replay attacks, if the counter states of

nodes are synchronized. This is achieved by the exchange of consistency check (CC) messages.

This process is initiated either upon reception of a CC request or if a secured control message

is received that has been secured with an counter state of zero, although the receiving node

maintains diUerent states. This may happen when a node reboots and loses its counter states.

Since in both cases the counters are potentially unsynchronized, a replay protection during

synchronization is not provided by these counters. For this reason, a CC request message

contains an additional nonce that is echoed in the corresponding CC response. When the

response is received, the requesting node checks the nonces and only updates its counters upon

a positive match. In contrast, a secured control message with the unexpected counter value

of zero is not protected against replays. The reason for this is that echoing the zero-counter

value in the response is trivially predicted by an attacker and thus does not provide replay

protection.

This sequential counter, however, cannot protect against an attacker that prolongs the

propagation of control messages. Therefore RPL provides a timestamp that detects such delay

attacks. In a delay attack, an outsider attacker postpones a control message for a certain period

of time. To detect a delay the CCM counter is applied and represented by a timestamp. If

the timestamp in a received message indicates that the message delivery took longer than a

tolerated delay, the message is dropped. A substitution of the timestamp is detected by the

message integrity check. A timestamp also provides replay protection, but comes with the

drawback of requiring a loose time synchronization.

3.3.3 Non-Cryptographic Defenses

RPL has certain characteristics within its design that can be applied to increase the availability

of services of the network and may also be used to protect against the unauthorized access to

routing information. These characteristics are:
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Technique Defends against / mitigates

Control message
redundancy

Disruption by interference (blocking / dropping of messages)

Multiple paths Disruption by interference (partial blackout of network)
TraXc

randomization
Disclosure by inference and interception of routing information

Bi-directional link
validation

Disruption by interference (unidirectional links)

Table 3.3: Non-Cryptographic Defense Techniques in RPL – This table shows the inherent
design properties that may mitigate attacks on availability and conVdentiality. All
properties apply to the outsider as well as the insider attacker.

• control message redundancy

• multiple paths

• traXc randomization

• bi-directional link validation

Redundancy is a common method for increasing the availability of a service. Since message

loss is one of the characteristics of LLNs, RPL sends control messages redundantly. DIO

messages, for instance, are scheduled redundantly by the trickle algorithm. If messages are

lost or blocked by an attacker, another transmission may be received.

Multiple paths are another form of redundancy by which nodes select multiple parents for

resilience against node failure or for load balancing. Multiple paths provide some resilience

against denial of service attacks as well. If an attacker disrupts parts of the network, the

children of aUected nodes may choose an alternative path to sustain the connectivity to the

root.

TraXc randomization [38] is a technique by which the next-hop for each packet is chosen at

random from one of multiple choices. An attacker that eavesdrops or analyzes traXc Wows

may thereby only receive a small part of the traXc, so that the impact of these attacks is

mitigated. However, it may not be applicable in scenarios where randomized traXc is not

desired, for example if routing is optimized for preserving energy resources of certain devices.

Another technique is the validation of bi-directional links which is required by RPL. The

reason for this is that upward routes are created by sending DIO messages downwards, and

downward routes are created by sending DAOs upwards. The validation of bi-directionality
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Type Attack Outs. Ins.

Wiretapping
Eavesdropping X ×
TraXc analysis ◦ ◦

Identity misuse
IP spooVng X ×
Sybil attack X ×

Crypto-suite attacks
CC-replay attack × ×
Cryptographic processing attack X ×

Illegal repair
Version number attack X ×
Poisoning attack X ×
Datagram forgery × ×

Distance fraud
Rank spooVng X ×
HELLO Wood attack X ◦
Wormhole attack × ×

TraXc Vltering
Selective collision ◦ ◦
Selective forwarding X ◦

(X) detected / prevented (×) not defended (◦) mitigated

Table 3.4: Summary of Attacks against RPL – Attacks by an insider (Ins.) and outsider
(Outs.) attacker.

can be used to mitigate attacks that create false neighbor relations by creating uni-directional

links [40].

These techniques by themselves do not prevent an attack, but may mitigate the impact

of attacks launched by outsider as well as insider attackers. Table 3.3 summarizes these

characteristics which are further evaluated in the next section.

3.4 Attacks and Countermeasures

The defense techniques of RPL greatly reduce the impact of an outsider attacker, but cannot

defend against an insider that has access to the required security keys. Furthermore, datagrams

are not covered by the RPL security but play an important role for the maintenance operations.

Therefore, datagrams denote a vulnerability which is exploitable by an outsider attacker.

This section presents the potential attacks against RPL in consideration of an insider and

outsider attacker and discusses potential countermeasures. The attacks are summarized in

Table 3.4 and described in the following.

Wiretapping The communication in RPL takes place over a wireless medium. An attacker

that is able to receive the communication of authorized devices may spy on their communica-
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tion to obtain sensitive information. This work distinguishes between two attacks that allow

this unauthorized disclosure by wiretapping3:

• eavesdropping

• traXc analysis

An adversary that eavesdrops on the communication channel receives the messages of

authorized nodes to gain access to sensitive information. The insider attacker decrypts

control messages that are encrypted using the acquired security keys and thus undermines

the conVdentiality of routing information. Although the outsider attacker is prevented from

eavesdropping on the content in control messages, the routing information in datagrams may

not be encrypted. In this case the outsider has access to the transmitted information.

Further, the outsider attacker has the ability to analyze traXc Wows. In a traXc analysis, he

monitors traXc Wow patterns to obtain and evaluate routing information. The encryption does

not conceal header information, so that he examines communication behavior of devices. He

implies topology settings and message timings or searches for an attractive attacking point

such as a device to compromise. Furthermore, routing may account for energy resources, so

that traXc Wows reveal information of nodes that have low energy supplies. These devices may

be targeted in a denial of service attack. Multiple paths and the randomization of traXc can be

applied to mitigate a traXc analysis, if applicable by the speciVc application. Characteristic

traXc Wows are thereby obfuscated and reveal less information.

Identity misuse An adversary can also inWuence the routing behavior by the falsiVcation

of messages. When inserting messages with a false identity he obtains unauthorized access

to resources or processes and deceives honest nodes or disturbs the network. The following

attacks allow an adversary to masquerade as an authorized node:

• IP spooVng

• Sybil attack

In an IP spooVng attack the insider attacker uses the IP address of an authorized entity.

He spoofs his identity to any other node to gain its privileges. For example, the attacker

impersonates the root node and is thus able to propagate the root’s rank (see rank spooVng).

3Although the term wiretapping infers a mechanical connection, this work uses the term for wireless links as well
according to Shirey [10].
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Such an IP spooVng attack could be prevented by using Cryptographically Generated

Addresses (CGAs) [54]. A CGA is generated with a public/private key pair, so that only the

private key owner can generate messages from this address. CGAs rely on the use of RSA,

so that they may be infeasible for use in many LLNs. However, Sarikaya et al. [55] propose

a lightweight approach especially for LLNs by using elliptic curve signatures. The use of

these CGAs is not yet standardized for RPL, so that IP spooVng is applicable for an insider

attacker. As IP spooVng requires the creation of an authenticated message, an outsider attacker

is detected by the authentication schemes.

Another misuse of identities is denoted by a Sybil attack [56] in which an insider attacker

creates multiple fake identities on a single hardware interface. The goal of this attack is to

insert the false identities into the routing tables of other nodes. The insider attacker thereby

provides seemingly valid routes through multiple artiVcial parents. A node unknowingly

selects these artiVcial parents and thus a multitude of traXc is directed toward the attacker.

Techniques like multiple paths do not mitigate this attack, as all forwarding decisions lead

toward the attacker.

The outsider attacker is prevented from both attacks. He may, however, masquerade as an

authorized entity by a message replay attack.

Crypto-suite attacks Crypto-suite attacks are targeted at the security features of RPL and

may be used to implement identity misuse or to exhaust the resources of nodes. Such attacks

include:

• CC-replay

• cryptographic processing

Although RPL provides replay protection, an outsider attacker can avoid detection under

constrained conditions. In a CC-replay attack the outsider attacker exploits a weakness of the

CC synchronization process which allows him to replay a control message that is secured by

an initial (zero) counter value. Assume two honest nodes which have communicated before

and thus maintain non-zero CCM counter states. Providing that the attacker has received

a secured control message with a zero-counter state from this communication, he replays

this message to the original destination. The receiving node assumes that the source of the

message has lost its counter states and thus replies with a CC response. If executed repeatedly

the processing of the replayed message and the resulting transmission of a response overloads

the victim and strains its energy resources.
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Possible countermeasures may involve a threshold to limit the number of initiated synchro-

nizations due to the reception of such a message. This of course bears the risk of an attacker

exhausting this threshold to prevent a required counter synchronization upon a device failure.

A more complex countermeasure could analyze the progress of security counters during the

communication. Hereby, the alternating reception of message that are secured with zero

counter states and the correct counter indicates suspicious behavior.

Attacks that are also directed at the security model of RPL are cryptographic processing

attacks [38]. Hereby an outsider attacker intends to exploit the order in which secured control

messages are processed in RPL to force a node to decrypt an invalid message before it is

dropped. An outsider attacker substitutes the replay protection counter and replays the forged

message. For this purpose, RPL uses additional authenticated data that is provided by CCM.

This additional authentication allows the veriVcation of unencrypted information and thus

the replay protection counter, so that this attack is detected. The insider attacker on the other

hand simply sends valid secured messages and forces an honest node to perform decryptions

and veriVcations to drain energy resources and to disrupt the node.

Illegal repair The initiation of illegal repairs denotes a type of attack that enables an ad-

versary to disrupt larger parts of the network. Hereby the insider and outsider attacker start

a global or local repair, respectively. There are several methods that initiate such an illegal

repair:

• version number attack

• poisoning attack

• datagram forgery

A version number increase initiates a global repair of the topology and is reserved for the

root node. Typically this repair is started when local repairs do not suXciently resolve the

inconsistencies within the topology. In a version number attack [6], a global repair is triggered

by an insider attacker. He propagates an illegal increased version number to all neighboring

nodes. These nodes reset their trickle timer and begin to frequently send DIO messages. The

version update is propagated to all nodes in the network, so that the entire topology is re-built

by the attacker. When repeatedly executed, this attack disrupts the forwarding operation of

the data plane by overloading the communication channel with control plane messages and

exhausts the energy resources of all nodes. Countermeasures to this attack are discussed in

Chapters 4 and 5.
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A variant of the version number attack with local impact is the poisoning attack. As

presented by Le et al. [57] an insider attacker poisons its upward routes and cause neighboring

nodes to update their parents set. As a result, the neighbors reset their trickle timer and send

DIOs more frequently for a local repair. This attack is done repeatedly to overload these nodes.

Le et al. propose an intrusion detection system that monitors the network and detects such an

attack.

The propagation of a falsiVed version number or increased rank requires an attacker to

send authenticated messages, so that only an insider attacker has the ability to launch these

attacks. An outsider attacker is limited to the falsiVcation of datagrams which contain routing

information as well and which are not protected by the security of RPL.

Hui and Vasseur [32] describe an attack in which a datagram forgery allows the outsider

attacker to create an inconsistency that results in a local repair. Hereby the outsider attacker

modiVes the routing information of datagrams, so that the traXc direction is inconsistent with

respect to the rank within the datagram. He returns the datagram to the predecessor, so that

it resets its trickle timer as it wrongfully detects a routing loop. Alternatively, the outsider

attacker clears downward routing entries in storing mode, when a datagram is returned to the

predecessor with the forwarding error bit set. As this indicates a false downward routing state

within the predecessor, it wrongfully deletes the downward route.

To mitigate the impact of attacks on the routing information in datagrams, Hui and Vasseur

propose a threshold that restricts the number of times a node maintains its routing tables due

to inconsistencies in datagrams. A drawback of this approach is that an attacker may exhaust

this threshold to locally disable the repair service.

Distance fraud In a distance fraud attack the adversary propagates a false topological or

physical distance to other nodes. He attracts traXc by seemingly providing a shorter distance

to the root than other nodes in the vicinity or creates non-existing neighbor relations. These

attacks include:

• rank spooVng

• HELLO Wood

• wormhole

In RPL the topological distance to the root is represented by the rank. In a rank spooVng

attack [6], an insider attacker propagates an improperly decreased rank to improve its po-

sition in the topology. Since the low rank suggests a more proVtable path toward the root,

neighboring nodes wrongfully select the attacker as parent.
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(a) Regular RPL routing hierar-
chy

(b) Topology after a rank spoof-
ing attack

(c) Topology after a replay attack

Figure 3.3: Rank Spoofing and Replay Attacks – RPL topologies (a) of regular arrangement
and (b) after rank spooVng. The attackerM propagates a rank jM falsely decreased
by ∆, and thereby incorrectly attracts nodes 1, 2, 4, and the parent nodeH which
creates a sinkhole. (c) visualizes a replay of the parent rank, only attracting nodes
1, 2, and 4 with intact upstream to H .

In RPL the rank is calculated by incrementing the parent’s rank. The minimum increase

between the parent’s and the own rank is denoted by the parameter MinHopRankIncrease

(MRI).4 Hence, any propagated rank lower than the sum of the parent’s rank and MRI is

considered illegal and therefore rank spooVng. The lowest rank spooVng is therefore a rank

replay in which an attacker claims the rank of his parent. The spoofed rank, jspf , is thus

deVned by

jspf = jP −∆ with ∆ ≥ 0, (3.1)

where jP denotes the rank of the parent and the parameter ∆ represents the degree of the

rank spooVng in rank level or hops.

Figure 3.3(a) shows an exemplary RPL topology created exclusively with honest ranks.

Figure 3.3(b) illustrates the forged topology after a rank spooVng attack. NodeM propagates

a lower rank than all its immediate neighbors. This causes all nodes, even former parent H ,

to select M as parent and creates a sinkhole within the topology. This sinkhole prevents

the attacker from sending traXc to the root, because all surrounding nodes selected him as

4For simplicity, this work assumes that each node increases its rank by 1 hop per rank level.
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next-hop for upward traXc. To remain connected to the root, the attacker may resort to a rank

replay attack.

A rank replay attack is a special case of rank spooVng in which the attacker illegally claims

the rank of his parent. This is equivalent to a rank spooVng with ∆ = 0 by which the adversary

moves one level up in the hierarchy. Figure 3.3(c) shows the eUect of a rank replay attack.

Three additional nodes choose the attacker as parent. The attacker may use nodeH for upward

traXc, as it does not select him as parent due to his equal rank. However, once the attacker

sends upward traXc through a parent node of equal rank, the parent will notice a violation

of the monotonic rank order. The message is not dropped until the second inconsistency on

the path, but decreases the probability of successful message delivery. The insider attacker

circumvents this consistency check by using a correct rank when communicating with his

parent and announces the replayed rank to its children. Since RPL does not specify any checks

that combine the rank of child nodes with the rank in a datagram, the inconsistency detection

fails to detect such a rank replay attack. Topology authentication schemes to defend against

rank spooVng and rank replay are thoroughly described in Chapters 4 and 5.

Distance fraud is also possible by the introduction of malicious hardware. The insider

attacker may propagate his real or a spoofed rank with an increased transmission strength. In

this HELLO Wood attack [40] the insider attacker sends DIO messages to distant nodes, which

are unable to transmit messages over the same distance. Each transmission of these nodes

toward the attacker is lost in a black hole [40]. A mitigation technique is the validation of

bi-directional links by which a node only accepts messages if it also has a connection to the

source. However, as shown by Wallgren et al. [58], this validation only mitigates the attack

to some degree. Furthermore, bi-directional link validation techniques fail once an attacker

uses a very sensitive receiver allowing him to receive traXc of his victims and to conVrm

bi-directionality [40]. However, since a HELLO Wood attack requires the attacker to provide a

valid DIO message, the outsider attacker is prevented from this attack.

Another possibility for a distance fraud is a wormhole attack. Hereby two attackers commu-

nicate through an out-of-band channel. Through this wormhole the attackers may connect

honest nodes that are actually far away, and inject a lower rank anywhere in the topology. All

traXc is tunneled through the wormhole and passes the attackers. The out-of-band channel

hereby creates a virtual upward path that allows the attacker at higher rank level to create a

sinkhole and to forward data traXc to his accomplice. Hereby he sustain the connectivity to

the root. In principle the wormhole attack can be used in combination with various attacks

[58] and is applicable to an outsider as well as insider attacker.
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TraXc Vltering In traXc Vltering attacks an adversary selectively interferes with the com-

munication of other nodes to block certain messages or even entire services. TraXc Vltering

may be implemented by the following attacks:

• selective collision

• selective forwarding

In a selective collision attack [59] the outsider attacker creates targeted physical interference

to prevent honest nodes from sending or receiving messages. He predicts the point in time a

node transmits a message and sends messages simultaneously to occupy the communication

channel or to create collisions. The required timing can be inferred by prior traXc analysis.

By blocking DIO messages the attacker impedes the propagation of a version update and – in

contrast to the version number attack – prevents aUected nodes from performing a (global)

repair. As this attack requires precise timing, the attacker might not be able to block all

messages. In general, attacks that involve physical jamming are impossible to be prevented on

the routing layer. They are best anticipated on the physical layer [38], for instance, by spread

spectrum communication [60] in which diUerent channels are used which may not be aUected

by the attack.

The insider attacker has the ability to selectively forward messages [40]. As he functions

as authorized entity, he is included in the topology and selectively forwards messages that

he receives. He may deny forwarding of data plane messages or refuse to propagate control

messages, such as DIOs or DAOs. For instance, by not forwarding DAOs to the root, the

attacker prevents his sub-DODAG from creating downward routes.

Selective collision as well as forwarding attacks can be mitigated by traXc randomization,

since only part of all traXc may be forwarded or directed toward the attacker [58].

3.5 Discussion

RPL deVnes the basic security features to provide protection against potential attacks. Many

details have been left to external speciVcations such as the deVnition of an automated key

management. The manual key management provided by RPL meets the minimal requirements

for implementing security in an RPL network. Further speciVcations such as AMIKEY may

supplement an automated key management for scenarios that cannot manually provide security

keys. Until a standard is released, implementations have to resort either to non-standardized

approaches or the preinstalled security mode of RPL.
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The preinstalled security mode provides authenticity and integrity as well as conVdentiality

by a pre-shared key. ConVdentiality is provided by encryption. Although the encryption

in RPL makes it more diXcult to implement some attacks, it cannot prevent attacks on the

routing operations that were presented in this work. Authenticity and integrity therefore

denote the most important objective. Two approaches are provided for the authenticity and

integrity of messages: message authentication codes and digital signatures. While message

authentication codes provide authenticity and integrity that is feasible even for restricted

devices, the digital signature scheme requires large keys which result in high computational

and memory overhead as well as large message sizes. Until additional signature schemes are

speciVed, RPL implementations may apply message authentication codes or resort to careful

use of digital signatures, such as an initial authentication of the root node.

These cryptographic protocols prevent most attacks against an outsider attacker that exploits

the control message exchange. However, an outsider attacker may launch a message replay

attack under constrained circumstances and thus drains the energy resources of the victim

node. Other attacks are targeted at the routing information in datagrams by which a local

repair is started or the integrity of routing tables is violated.

Since cryptographic protocols are ineUective once an attacker has access to the security

keys, an insider attacker may launch various attacks. Although design properties of RPL can

mitigate some of these attacks, the insider attacker remains a serious threat to an RPL network.

Especially rank spooVng and version number attacks aUect large parts or even the entire

network. Due to their severe impact, in the further course of this work the focus is directed to

these topology attacks and especially to defense techniques against version number and rank

spooVng as well as rank replay attacks.
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The version number and rank spooVng attacks denote eUective attacks that are launched by

an insider attacker. The version number attack enables an adversary to start a global repair. If

done repeatedly, this type of attack disturbs the network communication and exhausts the

resources of nodes. In a rank spooVng attack the adversary redirects traXc toward himself by

lowering his rank beyond the allowed limits.

A countermeasure against these topology attacks is proposed by Dvir et al. [6]. They

introduce the Version Number and Rank Authentication (VeRA) protocol for RPL which aims

at detecting version number and rank spooVng attacks by applying one-way hash chains to

protect the version number and ranks. While a version number attack can be suXciently

subverted, VeRA remains vulnerable to topology attacks by rank spooVng [8, 9, 61]. The Vrst

vulnerability allows an attacker to create a forged rank hash chain and to claim any rank in

the topology. In a second attack, the adversary replays the rank of his parent and thus moves

one rank level up in the hierarchy.

In this chapter, two defense techniques [8, 9] are proposed that defend against these

vulnerabilities and make VeRA resistant against rank spooVng and rank replay attacks. An

encryption chain is introduced that prevents an attacker from creating a forged rank hash

chain. A further challenge-response scheme based on the secret knowledge of propagated

elements of the rank hash chain detects a rank replay attack. However, it is shown that the

isolation of the attacker remains a challenging task, and a Vrst impression to its solution is

given.

4.1 Overview of VeRA

The topology authentication scheme VeRA prevents version number attacks and rank spooVng

by using one-way hash chains with a Vxed length. The principle of VeRA is based on two key

properties of hash chains. First, a node that holds a hash element cannot eXciently compute

the inverse and thus a prior element of the hash chain. Secondly, it is easy to compute the end
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Symbol Definition

i Index for Version Hash Chain (0 . . . n)
j Index for Rank Hash Chain (0 . . . l)
l Index of last Rank Hash Element
n Index of last Version Hash Element
Vi i-th Element of Version Hash Chain
Ri,j j-th Element of Rank Hash Chain for i-th Version
r Random Seed for Version Hash Chain
xi Random Seed for Rank Hash Chain at Version i
h(·) One-Way Hash Function

enck(·) Symmetric Encryption of · with Key k
deck(·) Symmetric Decryption of · with Key k
ci i-th Element of Encryption Chain

Table 4.1: Glossary of Notations

of the chain if the length is known. These properties allow for a node to validate the version

number and the rank of its parents as follows.1

VeRA generates hash chains to represent all version numbers and the ranks for each version.

The hash chains are created by repeatedly using the output of a hash function h(·) as new
input for the same hash function, starting with a random seed as visualized in Table 4.2. A

reversed hash chain for the version numbers is created where each link of the chain Vn . . . V0
denotes a speciVc version. In addition, a rank hash chain is created for each version where a

rank is implied by the index of each link Ri,0 . . . Ri,l. A single rank or version hash element,

respectively, is thus denoted by the formula:

Vi = hn+1−i(r), Ri,j = hj+1(xi) (4.1)

Seed r is chosen once and initializes the version hash chain. Since each version has a separate

rank hash chain, the random value xi is chosen uniquely for each version.

In the bootstrapping phase, the root node creates a message authentication codeMACV1(R1,l)

of the last element of the next version’s rank hash chain with the corresponding version hash

element as secret key. Furthermore, the root generates a signature {V0, MACV1(R1,l)}sign of

the MAC and the last element of the version hash chain V0. The version hash element is later

used to verify each version update. The MAC creates a correlation between V1 and the last

1The used abbreviations are summarized in Table 4.1.
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h(r) = Vn
h(Vn)−−−→ Vn−1 . . . V1

h(V1)−−−→ V0

xn xn−1 . . . x1
h(xn) h(xn−1) h(x1)
↓ ↓ ↓

Rn,0 Rn−1,0 . . . R1,0

h(Rn,0) h(Rn−1,0) h(R1,0)
↓ ↓ ↓
...

... . . .
...

h(Rn,l−1) h(Rn−1,l−1) h(R1,l−1)
↓ ↓ ↓
Rn,l Rn−1,l . . . R1,l

Table 4.2: Creation of the Version Number and Rank Hash Chains in VeRA – The
authenticated RPL topology creation begins in version V1, since version V0 initializes
the protocol.

element of the rank hash chain used in version 1. The signatures reliably authenticate the root

as creator of the version number hash chain.

In the initialization phase, the root node disseminates these values to all children:

〈V0, MACV1(R1,l), {V0, MACV1(R1,l)}sign〉

If the signature is successfully veriVed, the receiving nodes accept and store the parameters V0
and MACV1(R1,l). In each version update the root node disseminates the parameter

〈Vi, MACVi+1(Ri+1,l)〉 .

A node receives these parameters, e.g. in a DIO along with other parameters such as numeric

rank and version number. A node thus receives the version hash element Vi to verify the

version number by checking if hi(Vi) = V0 holds. In other words, it hashes the received

version hash element i-times which must result in the end of the version hash chain V0 or the

version number is invalid. Furthermore, a node uses Vi as key to verify the rank of its parent.

The parent claims an arbitrary rank that is represented by one of the rank hash elements. The

propagated rank of the parent is denoted by j, so that the child performs l− j hash operations



4 Topology Protection in RPL: VeRA 50

on the received rank hash element to obtain the end of the chain. The MAC which is now

veriVable by Vi authenticates the end of the rank hash chain:

MACVi(Ri,l) = MACVi(h
l−j(Ri,j)) (4.2)

If both version number and rank validation are successful, the ranks of the parent and version

number are veriVed according to VeRA. A node creates its own rank by performing additional

hashing operations on the parent’s rank hash element. The number of hashing operations

depends on the objective function in use. The node propagates its rank hash element in its

DIO transmissions.

4.2 Attacks against VeRA

The VeRA approach successfully prevents a version number attack in which an adversary

illegally propagates an increased version number. However, VeRA is subject to two topology

attacks that enable an attacker to create a forged rank hash chain or replay the rank of its

parent.

4.2.1 Version Delay Attack

In VeRA the correlation between a version hash element Vi+1 and the last link in the rank

hash chain is established by a cryptographic message authentication code MACVi+1(Ri+1,l)

with the version hash element used as secret key. In version Vi the MAC for the next version

i + 1 is disseminated without the key Vi+1 that is required to create the MAC. Due to the

one-way property of the hash function, the adversary cannot reconstruct Vi+1 from Vi with

feasible eUort and thus cannot create a valid MAC prior to the release of Vi+1. The MAC and

the version hash element of the Vrst version are signed, so that the Vrst rank hash chain is

securely linked to the Vrst version.

However, this correlation can be broken in subsequent version updates. Subsequent MACs

are not signed and solely rely on the secrecy of the required key Vi+1. An attacker exploits

the postponed propagation of the security key in a version delay attack. To launch such an

attack, the adversary withholds two subsequent version updates. He delays version Vi and its

contained MACVi+1(Ri+1,l). The attacker prevents honest nodes from receiving the version

update by performing a selective forwarding or collision attack on the DIO messages (see Sec.

3.4).
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He waits until he receives the next version update and obtains Vi+1. Next, he creates a

forged rank hash chain R′i+1,l and computes its MAC′Vi+1
(R′i+1,l). He releases the previous

version Vi in which he replaces the original MAC by the forged MAC′. In this version he is

still bound to the original rank hash chain because the MAC that authenticates the rank hash

chain has been propagated in version i− 1. Finally, when he releases version i+ 1, he may

claim any rank of the chain. This is possible since he holds the entire hash chain R′i+1,l which

is veriVable by the forged MAC′. To continue the spooVng attack in consecutive versions, he

delays each subsequent version update to obtain key Vi+1, before releasing Vi.

For a child node it is impossible to detect this attack, because all information is veriVable

according to the VeRA protocol. In contrast, nodes that are closer to the root than the attacker,

still use the original hash chain and detect the use of an overly lowered rank with respect to

the traXc direction. To avoid detection, the attacker uses the true rank to communicate with

his parents and the forged rank for its sub-DODAG. As a result, the attacker resides in two

versions at the same time: in the real version propagated by the root and in the manipulated

version of the attacker. However, a node in his sub-DODAG may receive the version update

from an unrelated neighbor, thus migrating to the new version and escaping the attack. The

attacker may prevent this by choosing a position in the DODAG where he denotes a bottleneck.

4.2.2 Rank Replay Attack

VeRA is also vulnerable to rank replay attacks. The vulnerability consists in a node revealing

its rank hash element to prove its rank. This proof is, however, not bound to a node and thus

easily replayed by an attacker.

In VeRA a parent sends all information required for rank authentication to its children:

its numeric rank j and the correlating rank hash element Ri,j . An honest child node selects

rank j + 1 and creates Ri,j+1 = h(Ri,j). In its advertisements the honest child propagates

a veriVable rank j + 1. In a rank replay attack, a malicious node does not create Ri,j+1 and

simply forwards the rank hash Ri,j of its parent and thus claims rank j instead of j + 1.

Children of the attacker successfully verify the rank according to VeRA. Furthermore, the

eUect of the rank replay attack propagates to the children of the attacker as they select rank

j + 1 instead of j + 2 and thus seemingly denote a more attractive next hop to their children

in turn.
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Rank Hash Element Applied Key Cipher
Rn,l – cn = Rn,l

Rn−1,l Rn,l cn−1 = encRn,l
(Rn−1,l)

. . . . . . . . .
R1,l c2 c1 = encc2(R1,l)
R0,l c1 c0 = encc1(R0,l)

Table 4.3: Creation of the Rank Encryption Chain

4.3 Defense Techniques

The vulnerabilities of VeRA allow an attacker to spoof any rank by delaying version updates

or to claim the rank of his parent in a rank replay attack. The attacker improves his position

in the topology and thus redirects traXc toward himself. This section proposes a prevention

technique for the version delay attack as well as a detection and mitigation technique against

rank replay.

4.3.1 Version Delay Countermeasure

The version number hash element in VeRA is linked to the corresponding rank hash chain to

prevent an adversary from advertising a forged rank hash chain in a given version. Section

4.2.1 showed that this correlation dissolves after the Vrst version update. This vulnerability is

exploited by an attacker that delays a version update and thus obtains the key to authenticate

a forged rank hash chain. The introduction of a reversed encryption chain defends against such

an attack.

The encryption chain is created as part of the initialization phase of VeRA. The root therefore

creates the version number hash chain and all rank hash chains Vrst. Next, the last rank hash

element of each chainRn,l . . . R0,l is encrypted as depicted in Table 4.3. The encryption begins

at the last version n, so that Rn,l denotes the Vrst key. This key is used to encrypt the next

last rank hash element Rn−1,l. The resulting cipher is used as key to encrypt the next rank

hash Rn−2,l and so forth. In general, each cipher cn . . . c0 is created by the formula:

ci = encci+1(Ri,l) (4.3)
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Figure 4.1: Verification of the Rank Encryption Chain

After the initialization phase, the root signs the last link of the encryption chain co and the

version number hash element of the Vrst version V0. The root advertises the message

〈V0, c0, c1, RSender, {V0, c0}sign〉

to all children. It contains the version number hash V0, the last two ciphers of the encryption

chain c0 and c1 the rank hash element of the sender RSender , and the signature. Cipher c1 is

included in the initial message as well to allow rank validation and the creation of the topology

upon reception of the Vrst message. All further ciphers i + 1 are sent in each subsequent

version update. The rank veriVcation process is illustrated in Figure 4.1 and works as follows.

A node receives the initial message and veriVes the signature. Upon success, it stores

all values that it has received. The rank is veriVed by decrypting c0 using c1 as key. The

decryption is denoted by the formula:

Ri,l = decci+1(ci) = decci+1(encci+1(Ri,l)) (4.4)

The node validates that R0,l = hl−j(RSender) holds. In each subsequent version update, the

node obtains Vi and checks the version number by calculating hi(Vi) = V0. Further it obtains

cipher ci+1 which is used to decrypt the cipher ci that it received in the last version. Note that
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cipher c0 is protected by the signature and all subsequent ciphers are implicitly veriVed since

they are deduced from the initially signed cipher.

4.3.2 Rank Replay Countermeasure

In a rank replay attack, the adversary exploits the use of hash chains in VeRA. The attack

is based on the fact that a node is required to reveal information to allow the veriVcation

of its rank that in turn can be replayed to a third party to claim the rank of that node. This

section proposes countermeasures against such a rank replay attack in VeRA. First, a detection

technique for a rank replay attack is presented that is based on a challenge-response. The

isolation of the attacker is discussed subsequently.

Detection of a rank replay attack To detect a rank replay attack, the proposed scheme is

composed of the following techniques:

• challenge-response procedure

• local rank announcement

The challenge-response procedure is based on the distribution of the elements of the rank

hash chain. In VeRA, an honest node of rank j holds two valid rank hash elements: The hash

element of its parent Ri,j−1 to verify the rank of that parent, and the rank hash it computes

for its own advertisements Ri,j . The one-way property of hash functions prevents any node

from obtaining the rank hash of a grandparent Ri,j′ where j′ < j − 1. Hence, an adversary of

rank Ri,j+1 that replays rank Ri,j of its parent cannot construct the rank hash element of its

grandparent Ri,j−1.

The key concept of the challenge-response is to take advantage of the grandparent’s hash

element as secret knowledge shared between two honest neighbors of equal rank. A node

therefore challenges a neighbor with the same rank to encrypt a random number with the

grandparent’s hash element as secret key. As only an honest parent knows this hash element,

it can provide a valid response and thus prove the legitimacy of its rank. The attacker on the

other hand only has access to the replayed hash element of the challenger and thus cannot

provide such a response.

A detailed illustration of the challenge-response procedure is given in Figure 4.2. NodeM

replays rank j of its parent HP which challengesM to prove its rank. HP therefore sends

a random nonce η toM . The random nonce prevents a message replay of a priorly solved

challenge. Furthermore,M must add its identiVer to the packet to ensure thatM has solved
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(a) Replay Attack (b) Challenge-Response

Figure 4.2: Rank Replay Defense by Challenge-Response – (a) AttackerM replays the rank
announcement via multicast thus falsifying the local topology. (b) Its parent HP

receives the replay as well. The honest node challenges the attacker by sending a
random nonce η. The challenge can only be solved ifM has a relation with a node
of rank Ri,j−1.

the challenge independently. This preventsM from challenging another neighbor with the

nonce provided by HP .

To pass the challenge,M has to encrypt the message 〈IDM , η〉 using the rank hash element

of grandparent HGP as secret key. This is possible only if M knows a parent of rank ≤ j

and thus has access to the required secret key Ri,j−1. In the example in Figure 4.2, M has

replayed the lowest rank hash element available and is thus unable to provide a valid response.

It may either encrypt using the wrong hash element Ri,j , forge the response in some other

way or not reply at all. In either case, the misbehavior is detected by HP , so thatM fails the

challenge.

In caseM advertises an honest rank j + 1 and is challenged by a neighbor of equal rank,

it provides a valid response encRi,j (〈IDM ), η〉 by using rank hash element Ri,j as key. The

challenger decrypts the message and checks if nonce η and IDM are correct. Upon success,

the challenge-response procedure is Vnished.

The challenge-response is initiated upon an inconsistency within data traXc. However,

assume an adversary that obfuscates a rank replay attack by using two ranks as described in

Section 3.4. He replays the parent’s rank to child nodes and uses the true rank for upward
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connections. Parent nodes that receive his upward traXc discover a consistent rank. If

challenged, the attacker passes as he provides a valid response for his real rank. The local

rank announcement provides the basic technique to pin an attacker on a single rank and to

determine when to challenge a node. Each node is therefore required to advertise its rank

transparently to all neighbors which store the rank for later comparison (see Fig. 4.2(a)). The

announcement ensures that each node only uses one rank, and thus all one-hop neighbors

have a consistent view of each other’s rank.

Both local rank announcement and challenge-response work together as follows. Consider

Figure 4.2(a) in which nodeM advertises rank j of his parent HP which stores this rank for

neighbor M . Once the adversary sends data traXc to his parent it must use rank j in the

RPL packet information. Otherwise HP drops the message due to the inconsistent rank with

respect toM ’s prior announcement. HP examines the packet information and detects thatM

uses an equal rank of j for upward traXc. HP thus challenges nodeM which cannot pass the

challenge as it does not hold the required rank hash element Ri,j−1. If a local repair does not

remove this inconsistency andM continues to send upward traXc to HP with rank j, HP

identiVesM as attacker.

Isolation of the attacker Now that the culprit of a rank replay attack can be identiVed by

an honest neighbor, the challenging problem remains how to isolate the attacker. Since a

node higher in the topology and thus closer to the root detects the adversary, it can simply

ignore the attacker. Nodes in the attackers sub-DODAG on the other hand have to be notiVed

separately as they are still unaware of the attack. The detecting node is thus faced with two

challenging problems: Vrst, it has to inform the nodes in the sub-DODAG of the attacker and

secondly, it has to show proof that their selected parent has in fact replayed a rank.

The Vrst problem is challenging, because the detecting node has no reliable knowledge of

the topology and does not know the identity of the aUected nodes. This is because in RPL’s

non-storing mode, nodes do not keep track of downward targets. In storing mode, downward

routing tables may be aggregated and thus may not contain explicit information. Furthermore,

the attacker may forge or even block the downward routing information to avoid detection, so

that even the root node may not be able to reconstruct the routes passing the attacker and

thus lead to the aUected nodes. The detecting node may send a broadcast alert to reach the

infected area. However, at this point the aUected nodes have no evidence to trust the alert

message which leads to the second problem of showing proof.

This second problem is diXcult to handle, because in consideration of an insider attacker

the trust that is established by secret keys is corrupted. Although the detecting node may send
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an authenticated alert message, this authentication is meaningless, since an insider attacker

sends authenticated messages as well. Relying on such an authentication opens the door for

an attacker framing honest nodes. The only reliable source of trust is the root node which is

assumed not to be compromised. Hence, the detecting node cannot provide the required proof

by itself and must include the root in the validation process.

The detecting node sends an alert message Vrst to the root node which contains the identity

and claimed rank of the attacker. From the root’s point of view the detecting node may either

be honest or may be an attacker trying to frame an honest node. Two approaches have been

proposed that deal with the problem of detecting and isolating attacker or defective nodes

in RPL. Wallgren et al. [58] send a heartbeat message to all nodes within a regular interval.

A node that does not reply has no suXcient connectivity to the root and is thus considered

defective or malicious. Weekly and Pister [61] propose that the root analyzes the data delivery

rate of each node. A node that does not meet a deVned rate is considered potentially malicious.

This approach takes advantage of the property that LLN routers are typically also hosts that

produce data – otherwise a malicious router could not be detected as it would only forward

data traXc.

To completely isolate the attacker, both approaches resort to a black- or whitelist that is

maintained by the root. A blacklist contains nodes that are unreachable and are therefore not

considered for parent selection. In contrast, a whitelist contains all nodes that are reachable.

A whitelist is thus Vlled a priori and starts with a large number of nodes, while the blacklist

grows during routing operations. The size of both lists is thus determined by the number

of malicious or unreachable nodes. When an attacker prevents its entire sub-DODAG from

communicating with the root, all nodes in the sub-DODAG will eventually be added to the list.

However, the notiVcation of a single attacker is only relevant to immediate children of the

attacker. An approach that only carries this information to the immediate children limits

the overhead to the aUected area. NotiVed children ignore the adversary and either select

a diUerent parent or poison their upward routes to indicate the loss of connectivity to the

root. In the latter case, due to RPL recovery mechanisms nodes automatically reconnect once

alternative paths exist. A possible alternative for isolating the attacker is an alert message

that is signed by the root and sent over unicast to the infected area and then propagated in a

local Wood to the aUected nodes. As illustrated in Figure 4.3, the root creates a message with

the ID of the unreachable node. The message is signed and sent back to the detecting node.

The detecting node adds a small hop-count and broadcasts the message. A node that receives

the alert message checks if one of its neighbors matches the ID. Upon a positive match, the

node ignores that neighbor for further parent selection and chooses an alternative route or
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(a) Alert Propagation (b) Isolation in Progress (c) Successful Isolation

Figure 4.3: Attacker Isolation for Rank Replay Defense – Local Wooding of the signed
alert message {IDM}. In a) node H receives the alert message from the root and
begins its dissemination. b) shows nodes 1, 2 isolatingM by correctly selecting H
as parent. In c) malicious nodeM is isolated from topology.

temporarily disconnects from the network. The message is further propagated by all receiving

nodes. To increase the probability of a successful delivery to all aUected nodes, the hop-count

is only decreased by nodes that do not maintain a parent with the ID in the alert message.

Hereby the message is kept close to the attacker and is dropped if it moves too many hops

away.

4.4 Security Evaluation

The proposed defense techniques in this chapter comprise an encryption chain and a challenge-

response scheme to provide protection against arbitrary rank spooVng and a rank replay attack

in VeRA. This section analyzes the security of these schemes. Prior to the evaluation of these

approaches assumptions on the attacker are made.

4.4.1 Attacker Model

The attacker model is adapted from the insider attacker in Section 3.1.2. The presence of one

or multiple attackers is assumed that have captured devices of the network and thus function

as authorized node. Hereby, the attackers are assumed to be constrained by the capabilities of

the captured nodes and thus unable to install malicious hardware like directed antennas to
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inWuence the propagation of their transmissions. The attackers are further unable to use an

out-of-band channel or to create multiple identities on a single interface in a Sybil attack.

Two diUerent types of attacker are distinguished: non-collaborating and partly-collaborating

attackers. Non-collaborating attackers are distributed in the network and do not communicate

or cooperate. partly-collaborating attackers agree upon their actions prior to deployment,

however, are unable to communicate after deployment unless within direct communication

range.

4.4.2 Reversed Encryption Chain

The encryption chain establishes a correlation between the last rank hash chain elements of

each version number. This is achieved by successively encrypting the last rank hash elements

with the cipher that results from the last encryption, starting at the last rank hash element of

the last version number. The last cipher is signed and propagated in the initial message.

An attacker that forges a rank hash chain with the last element R′0,l for the initial version

has to Vnd cipher c′1, so thatR
′
0,l = decc′1(c0). However, the cipher c0 is signed, so that Vnding

such a cipher is cryptographically infeasible, if the hash function is secure against pre-image

attacks and providing that the symmetric encryption and signature scheme are secure.

The subsequent ciphers are not signed. For the next version update the attacker may forge

a rank hash chain R′1,l. Since cipher c1 has been used as key in the veriVcation of the Vrst

version, it is implicitly authenticated. The attacker must therefore Vnd a cipher c′2 so that

R′1,l = decc′2(c1) which results in the same eUort as in the Vrst version and is thus infeasible.

The same holds for each subsequent version i. An attacker that tries to forge a rank hash

chain has to create a cipher c′i+1 so that the decryption of ci correctly results in R′i,l =

decc′i+1
(ci). The attacker is therefore prevented from forging a rank hash chain and from

claiming any rank.

The protection is provided even when attackers are able to partly collaborate as there is no

prior knowledge which the attackers may agree upon and that would allow an attack on the

encryption chain.

4.4.3 Challenge-Response Scheme

The challenge-response scheme detects one or multiple non-collaborating attackers that use the

rank of a parent. Since all children receive the rank hash from their parent for rank veriVcation,

an adversary may forward his parent’s hash element instead of computing an honest one.
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A parent that detects this fraud challenges the attacker to provide the encryption of a nonce.

The key for encrypting the nonce is the grandparent’s rank hash, which is only known to nodes

that have calculated an honest rank. The nonce binds the message to a challenge-response

process and detects the replay of a response from a prior challenge-response initiation. When

chosen suXciently large, the probability of a prior challenge-response using the same nonce is

negligibly small.

To prevent an adversary from replaying the challenge to a neighbor of same rank, the

challenged node also includes its identiVer. If the adversary replays the nonce to challenge

a diUerent neighbor, the encrypted response will contain the identiVer of that neighbor by

which an attack is detected.

A parent initiates the challenge-response, if it detects that a node of same rank forwards

upward data traXc toward it. To circumvent detection, an attacker that sends data traXc

upwards may use two ranks. He therefore replays the parent’s rank to its children and uses

its true rank for upward traXc. The rank announcement prevents this twofold use of ranks.

All nodes transparently propagate their ranks which are stored by all neighbors nodes. An

attacker that propagates an honest rank and uses a forged one in its data traXc is thus detected.

However, a chain of k collaborating attackers that are directly connected may circumvent

this detection technique as follows. Assume two malicious nodesM1 andM2 within direct

communication range of each other. M1 has an honest parent P of rank j and chooses an

honest rank j + 1. M2 is located one step down in the topology and receives the rank hash

element for rank j by M1 and replays this rank instead its honest rank j + 2. All upward

traXc of M2 is tunneled to M1 that uses its honest rank to forward the traXc to P . The

challenge-response is not initiated becauseM1 uses its honest rank and forwards all traXc

from its accompliceM2. Such an attacker constellation circumvents the challenge-response

and allows replay of the rank of the Vrst honest parent on the upward path.

4.5 Discussion

The VeRA approach prevents a version number attack in which an adversary illegally initiates

a global repair. A rank spooVng is prevented by a rank hash chain for each version number.

However, the protection against rank spooVng is circumvented by an attacker that postpones

a version update. He thus obtains the required key in the next update and forges a rank

hash chain to claim any possible rank. The proposed encryption chain defends against this

attack by creating a correlation between all rank hash chains. With this modiVcation VeRA
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is secured against rank hash chain forgery when considering multiple non-collaborating or

partly-collaborating attackers.

VeRA is also vulnerable to rank replay attacks. A parent must provide its rank hash element

to prove its rank. An attacker simply forwards this hash element to his children and claims the

rank of his parent. The proposed challenge-response detects this attack by verifying if a node

owns the rank hash element that is required for the creation of the propagated rank hash.

The challenge-response is initiated upon an inconsistency of the priorly announced rank

and the rank used for data traXc. An attacker that uses a diUerent rank than advertised

or uses the rank of his parent for upward traXc is detected by a parent node. Therefore

this approach locates partly-collaborating attackers that are not directly connected. Two

collaborating attackers with a direct connection circumvent this rank announcement and are

able to launch a rank replay attack.

The rank announcement thus increases the number of attackers required for rank replay

attacks from one to two or more. Furthermore, for a successful detection this approach requires

an attacker to actually forward data traXc. This requirement could be relaxed by a proactive

approach in which all nodes challenge all neighboring nodes. Hereby even a silent attacker is

detected, but at the cost of an increased communication overhead.

A rank replay attack is detected by nodes of equal rank. To reliably isolate the attacker and

to mitigate the impact of the attack, the sub-DODAG of the attacker needs to be informed. The

root is therefore included in the validation process. Two approaches have been presented for

the isolation: Black- and whitelisting and sending an alert message. Black- and whitelisting

results in constant overhead for the entire network, so that an approach is desired that only

involves the aUected nodes. The proposed local Wooding of an alert message denotes such an

approach, but cannot guarantee to reliably inform all aUected nodes.

In conclusion, the modiVed VeRA approach prevents version number attacks and arbitrary

rank spooVng by multiple attackers that may even partly collaborate. For non-collaborating

attackers, this approach can detect a rank replay attack. However, the isolation of the attacker

remains a challenging task. A solution to this problem is introduced in the next chapter

by TRAIL, in which children test their parents independently, so that an attacker is reliably

detected and isolated without straining uninvolved nodes.
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This chapter introduces the rank and version number attestation scheme TRAIL (Trust Anchor

Interconnection Loop) [9]. TRAIL provides a lightweight and generic approach by which

children independently verify the rank of their parents. Hereby TRAIL does not rely on the

use of expensive cryptography and only resorts to a single signature per rank validation.

The key idea of TRAIL is to establish the root as trust anchor. A node therefore veriVes the

consistency of ranks on an upward path by sending an attestation message toward the root.

The message undergoes rank validations on every hop and is dropped upon a violation. If the

message successfully travels to the root, the node has a valid upward path based on consistent

ranks. A positive attestation is provided by a digital signature of the root.

The rank validation relies on the intrinsic routing behavior of RPL. Since nodes only verify

the signature, the major workload is shifted to the root node. As essential part of the LLN, the

root is typically equipped with suXcient resources that allow to carry out these more complex

tasks.

This chapter introduces the features and characteristics of TRAIL. Since the rank validation

requires each node to send a message to the root, an approach is proposed that aggregates

all validations and thus decreases the message overhead. An evaluation of TRAIL examines

its scalability and security properties. A discussion of TRAIL in comparison to the modiVed

VeRA approach concludes this chapter.

5.1 Concept of TRAIL

TRAIL provides a protection technique against version number attacks and rank spooVng

as well as rank replay protection. Rank spooVng is detected by an attestation message that

contains validation parameters such as ranks and nonces and is sent toward the root. Each

hop performs rank validations to ensure consistent upward progress of the message. The root

node takes on responsibility for providing the required trust and acknowledges the arrival

by a digital signature. The reception of the signed message provides proof for monotonically

increasing ranks on the upward path. By including the version number into the attestation

message, nodes verify the propagated version as well.
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(a) Successful Rank Validation (b) Failed Rank Validation

Figure 5.1: Principle of TRAIL Rank Validation – Node 3 sends a nonce, η3, toM for rank
validation. In a) M announces its true rank. The message is signed by the root
and thus validatesM ’s rank. In b)M spoofs its rank by ∆ ≥ 0. Since H ′s rank
jH ≤ jM , the message is dropped.

Rank replay protection is provided by the local rank announcement introduced in Chapter 4.

Each node therefore advertises its rank to all neighbors, so that an adversary that replays its

parent’s rank is detected. In the following both techniques are described in detail.

5.1.1 Rank SpooVng Protection

TRAIL provides rank spooVng protection by an attestation message that is sent toward the

root. The reception of the signed response aXrms consistent ranks on the upward path. To

outline the principle of TRAIL, Vrst the veriVcation of a single path is described.

Key concept – single path validation The basic idea of TRAIL is that each node sends an

individual attestation message to the root node. As depicted in Figure 5.1(a), assume that node

3 intends to selectM as parent: Before accepting it as parent, node 3 starts the validation

process by sending a random nonce η3 toM . NodeM creates an attestation message 〈η3, jM 〉,
containing the nonce and its rank jM which is sent to the root. On each hop, a node performs
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a rank validation by checking whether the rank in the attestation message is monotonically

increasing and therefore greater than its own.

M sends the attestation message upwards to its parent H . Before accepting the message,

H checks the rank in the message. If H detects a rank smaller or equal to its own rank, it

simply drops the message and thus ends the validation process. SinceH ’s rank j is lower than

rank j + 1 contained in the attestation message, H forwards it to its parent. On every hop

the message is subject to the same rank veriVcation until it eventually arrives at the root. The

root performs the rank validation one last time and upon success includes the current version

number V Ni and a signature of all values {η3, jM , Vi}sign. The signed message is sent back

to node 3.

On the way back, a receiving node forwards the signed attestation message only if the

contained rank is greater than its own to detect an attestation message that has been altered

at lower rank levels. Once node 3 receives the signed response, it veriVes the signature and

matches its nonce η3, rank jM and the version number. If all parameters are successfully

veriVed,M has proven a valid upward path with only consistent ranks and a valid version

number. Node 3 selectsM as parent.

Any node that discovers an inconsistent rank within the attestation message or the rank

announcement discards the message as depicted in Figure 5.1(b). A node that receives the

signed message and discovers that the rank in the attestation message is not the one claimed by

its parent or fails to match its nonce, continues by selecting a diUerent parent or disconnects

from the DODAG.

All nodes test their parent and thus recursively check for inconsistent ranks on the entire

upward path. However, this single path validation requires all nodes in the network to send

at least one attestation message as well as forward all messages from their sub-DODAG.

Hence, this approach scales linearly with the number of nodes in the network. To optimize

the scalability of this procedure, it is turned into a scalable path validation in which rank

validations are aggregated.

Scalable path validation To decrease the number of messages during the validation process,

all nonces can be aggregated in one message. This scalable path validation is initiated by the

leaf nodes. The validation process includes an attestation message that travels upwards toward

the root. To enable each node to match its nonce and thus to verify the rank of its parent,

a monotonic rank order within the attestation message is required. This is done by storing

all nonces in an array at a speciVc index. The index represents the rank of the parent. Each

node therefore writes all received nonces in the array at the lowest index. It then sends the
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Figure 5.2: Merging of Nonces inside a Node – In a) the received Bloom Vlter arrays
A1 . . . Ak of nodes Nj,1 . . . Nj,k of rank j are united into the new array B starting
at its 2nd index position. B(1) holds the united received nonces ηj,1 . . . .ηj,k in a
newly created Vlter v.

aggregated nonces as well as an own nonce to its parent, which proceeds in the same way.

Hence, when the array arrives at the root, nonces at a speciVc index of the array verify nodes

of same rank.

In detail, each node Nl,k that discovers that it has no children, sends a random nonce ηl,k
to its parent. Once the parent has received all nonces {ηl,k}k of all children, it aggregates

them in a single array element. The index of the array element will later denote the rank of

the parent. To minimize storage and transmission requirements, the nonces are inserted in a

Bloom Vlter before writing them into the array element. Further, the parent creates a single

nonce to verify its own parent. Both, nonce and array, are stored for later comparison and

forwarded to the grandparent.

The grandparent receives a single nonce and an array from each immediate child. Since

the tree may be unbalanced, the received arrays do not necessarily have the same length.

Therefore, the grandparent aligns the received arrays at the lowest index and aggregates

the containing Bloom Vlters, as depicted in Figure 5.2. All Bloom Vlters at index Ai(1) are

aggregated and written into a new array B at index 2. All further indices Ai(k) for i = 1 . . . k

are merged into B(k + 1). Lastly, an empty Bloom Vlter is inserted at B(1) in which all single
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Figure 5.3: Principle of Nonce Aggregation in TRAIL – In a) nonces (circle) and arrays
(square) are aggregated in the DODAG. The number denotes the index of the array
and thus the rank of the parent. Nodes match their signed nonce at the index that
denotes the parent’s rank. In b)M propagates a false rank of 3, so that nodes 1
and 2 selectM as parent. The veriVcation fails, because nodes cannot match their
nonces as they move to the wrong index.

nonces are aggregated. The grandparent creates a single nonce and stores it along with the

array for later comparison. The grandparent then sends both array and nonce to its parent.

The message travels hop-by-hop toward the root node. Once the attestation message arrives

at the root, it includes the version number and a signature of the entire message. The signed

attestation message is propagated to all nodes in the network. On reception, a node veriVes

the version number and the rank of its parent by checking the array at the corresponding

index and by matching its nonce in the Bloom Vlter. Further, it checks that no second array

element contains the same nonce and that no nonces have been removed by comparing the

signed array with the priorly stored array that it has forwarded. If all of these veriVcations

are successful, the nonces and array elements have not been manipulated or reordered and

the ranks on the upward path monotonically decrease toward the root. Figure 5.3 shows a

successful rank validation and details how the veriVcation fails when an attacker claims a false

rank.
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If any of the veriVcations fail, the node discards the message and chooses an alternative

parent if available. If it has no optional parents, it disconnects from the DODAG. In this way

an arbitrary rank spooVng is detected by each node independently, so that the attacker can be

completely isolated. However, this approach by itself is susceptible to rank replay attacks and

requires further protection as depicted in the next section.

5.1.2 Rank Replay Protection

In a rank replay attack, an adversary claims the rank of its parent. In TRAIL the adversary

replays the parent’s rank simply by replaying the attestation request of its children. Each

node receives a nonce from its children. An adversary that claims his parent’s rank does not

include the received nonces in the attestation message, but replays the nonce to its parent. The

parent, unwitting of an attack, authenticates its rank to the attacker. Once the attacker obtains

a signed attestation message, he replays this message to its children. Child nodes do not detect

that the message originates from the attacker’s parent and thus validate the replayed rank of

the attacker.

To detect such an attack, TRAIL uses the local rank announcement introduced in Chapter 4.

The rank announcement requires all nodes to transparently advertise their ranks to all neigh-

bors. Neighboring nodes store the rank for later comparison and to decide whether to forward

an attestation message or not. Figure 5.4(a) shows the principle of this technique to validate

a single path: AttackerM has claimed rank j. Child node 3 sends its nonce to attackerM .

However,M does not create an attestation message and replays the nonce to its parent H

which assumes that it is being tested byM . Before forwarding an attestation message 〈η3, j〉,
H checks whether the priorly advertised rank ofM is greater than its own. Since jM ≤ j, H
drops the nonce. AttackerM is thus unable to provide a signed attestation message containing

η3 and rank j to 3. Hence, node 3 ignoresM for parent selection. The same principle applies

to the scalable approach as illustrated in Figure 5.4(b). Malicious nodeM replays the nonces

of its children to H . The nonces are dropped by parent H due to the equal rank inM ’s rank

announcement.

The rank replay protection scheme prevents an attestation message from being forwarded

once the rank announcement of a child node has revealed a rank violation. As described

in Section 4.4.3 and further discussed in the next section, the rank announcement does not

protect against directly connected attackers.
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Figure 5.4: Rank Replay Protection in TRAIL – In a)M claims the rank of H and replays
the nonce η3 of node 3. H drops the replayed nonce because jM = j. In b) children
ofM send nonces (circles) to validateM ’s rank j. M replays all nonces to H . H
drops the nonces due to the equal rank inM rank announcement.

5.2 Evaluation of TRAIL

This section evaluates the security properties of TRAIL as well as the message sizes as a result

of the use of Bloom Vlters.

5.2.1 Security Evaluation

TRAIL provides two defense techniques: an attestation message against arbitrary rank spooVng

and the local rank announcement to protect against rank replay. The attestation message

contains nonces and the ranks of tested parents. The nonces are created by each node to

ensure freshness of the message. The rank is represented by the index of a particular array

element and ensures strict upward progress within the entire path. The rank announcement

detects a parent that replays the nonces of its children to verify a replayed rank. Table 5.1

gives an overview of the properties of both techniques.
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AttestationMessage Rank Announcement
Nonce Rank Rank

scope: within node scope: entire path scope: one-hop

binds message to node validates rank ensures single rank per node

prevents rank spooVng (≥ 1 attacker) prevents rank spooVng/replay (1 attacker)

allows rank replay (≥ 1 attacker) allows rank spooVng/replay (≥ 2 attacker)

Table 5.1: Properties Rank Validation Techniques in TRAIL

In the following the security of both approaches are evaluated. The attacker model is taken

from Section 4.4.1 and thus considers one or multiple non-collaborating attackers and one or

multiple partly-collaborating attackers.

Rank announcement The rank replay protection of TRAIL is provided by a local rank

announcement of all nodes. The rank announcement successfully detects a single attacker

or multiple non-collaborating attackers that replay the rank of their parents. However, two

partly-collaborating attackers that are directly connected circumvent the rank announcement

and are thus able to replay the rank of the Vrst honest parent.

Assume two directly connected malicious nodesM1 andM2. M1 is located closer to the

root and has an honest parent P , whileM2 is located directly belowM1. M1 propagates an

honest rank whileM2 replays the rank of honest parent P . HerebyM1 hides the illegal rank

decrease ofM2 by creating a communication barrier between P andM2. The attackers are

able to replay the rank of the parent ofM1. Nonetheless, the attestation message prevents an

arbitrary rank spooVng as described next.

Attestation message TRAIL requires each node to maintain a valid upward path to the root.

The aggregated attestation message provides the monotonically increasing rank order from the

root toward the leaves by an array that stores all nonces. Since the array is created hop-by-hop,

a rank spooVng is detected when a node cannot match its nonce at the expected array index.

One or multiple non-collaborating attackers may launch the following attacks:

• deny forwarding the attestation data

• rearrange or insert bogus attestation data

• deny sending a nonce
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A node receives k nonces and arrays of already merged nonces A1...k from its children. An

attacker may deny forwarding the attestation data. Hence, he only forwards the array without

merging the nonces or does not forward the array at all. If the attacker does not forward

the array or does not merge the nonces, the aUected nodes are excluded from the validation

process, so that they cannot match their nonce. Consequently, they will ignore the attacker

who is thus isolated from the DODAG.

The same holds for an adversary that rearranges the attestation data. If he inserts the nonces

of his children at the wrong index or shifts the array elements, nonces move to a higher rank.

AUected nodes thus cannot match their nonce at the expected array position and ignore the

adversary. Alternatively, he may insert bogus attestation data. Each new array element will,

however, move higher indices to higher ranks and prevent aUected nodes from matching their

nonce correctly. Note that the attacker cannot move or insert nonces at a lower rank, since he

cannot inWuence the array creation after forwarding it.

The adversary may deny sending a nonce. He merges all k nonces at the correct array

position. He only forwards the aggregated array and does not include his own nonce in the

attestation message. However, such an attack has no eUect since the parent will insert an

empty Bloom Vlter for all single nonces which is either Vlled with nonces of other nodes or

remains empty. The TRAIL validation proceeds without the attacker who cannot verify his

parent. Children of the attacker will be able to Vnd their nonce, since they have been correctly

merged.

Hence, TRAIL reliably protects against one or multiple non-collaborating adversaries.

However, once attackers are able to agree upon their action prior to deployment, they can

plan attacks and thus aid each other in circumventing the security. Such partly-collaborating

attackers can launch the following attacks:

• rearrange attestation data

• remove attestation data

An attacker that moves the attestation data of child nodes can only move their nonces to

a higher rank, since the remainder of the array is created after forwarding. However, three

collaborating attackersM1,M2 andM3 on the same upward path can rearrange attestation

data. As illustrated in Figure 5.5(a),M3 claims a false rank of 3. Children in its vicinity forward

their nonces which are correctly merged byM3. M3 tunnels the attestation data toM2 that

forwards it upwards using a consistent rank. OnceM1 receives the attestation message, it

predicts the real rank ofM3 and merges all nonces at index 5 to index 3.1 Hereby the array

1To predict the correct array position, the attackers estimate the location in advance at which they will attack.
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Figure 5.5: Nonce Duplicate and Removal Detection – Squares denote array elements,
circles denote single nonces. AttackerM1 copies the nonces from the correct array
element to the index of the spoofed rank ofM3. In a) Nodes check for duplicates
and detect the modiVcation. In b)M1 removes the duplicate nonces. Honest node
H detects missing nonces and drops the message.

element at the index ofM3’s real rank is moved to the index of the spoofed rank. In addition,

M1 merges all array elements according to TRAIL. The forged attestation message is sent to

the root which signs it.

Once a child ofM3 receives the signed array, it successfully matches its nonce at rank 3.

Since each of the copied nonces is now included twice in the array, a node detects a duplicate

of its own nonce. Such a duplicate either denotes a false positive of the Bloom Vlter or an

attack. Since the false positive rate f can be chosen arbitrarily small when conVguring the

Bloom Vlter, an attack is detected with the probability of 1− f . In Figure 5.5(a) nodes 1 to 4

are leaf nodes, so thatM1 only copies one array element. However, for larger treesM1 has

to copy all following elements as well, so that the sub-DODAG of nodes 1 to 4 match their

nonces.

This detection technique, however, is circumvented by removing attestation data from the

array. M1 therefore removes the duplicate nonces from the Bloom Vlter in the appropriate
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array element by setting all bits to zero, as seen in Figure 5.5(b). However, such a deletion of

the nonces is detected by the honest parent H on the upward path. H has priorly merged

all nonces, including the array ofM1, and holds the original array which must be a subset of

the signed array. By aligning both arrays at the index of its nonce, H detects that bits of the

Bloom Vlter in the signed array have been removed. NodeH detects the attack and does not

further propagate the array. Furthermore, H may select a diUerent parent, as it knows that a

malicious node on the upward path has illegally modiVed the Bloom Vlter.

These techniques mitigate multiple partly-collaborating attackers. Nonetheless, they cannot

prevent an attacker from obtaining the signed attestation message from a neighbor of an unre-

lated branch of the DODAG. Honest nodes on such a branch do not drop the forged message,

since the removed nonces have not been sent on their upward path. Their original array does

not contain the removed nonces. However,M3 spoofs its rank, so that all neighboring nodes

select it as parent. M3 thereby prunes unrelated branches and decreases the number of nodes

from which the other attacking nodes might receive the signed message. M2 is required to

have an additional honest parent which is located on an upward path diUerent from nodeH .

Furthermore, for a successful attack both upward paths must not meet at a common ancestor

that is betweenM1 andM2. Such a common ancestor would merge the arrays and detect any

removed nonces. Consequently, the probability of the attackers receiving a signed message

highly depends on the topological formation.

5.2.2 Scalability Evaluation

TRAIL uses Bloom Vlters to aggregate nonces of all nodes for space eXciency. Each nonce

is thus hashed k times with diUerent hash functions, and each hash value is mapped to one

bit of the Bloom Vlter. This technique reduces the size of each nonce to k bits. To minimize

the transmission size, a compressed Bloom Vlter is applied that is optimized for a certain false

positive rate. As demonstrated by Mitzenmacher [21], a compressed Bloom Vlter, in theory,

can be compressed to about 70 % of the size of the equivalent uncompressed Vlter with the

same false positive rate. Although not achievable in practice, it denotes the ideal case for the

minimum transmission size. Therefore in this work the ideal case is analyzed to identify the

constraints of TRAIL.

Figure 5.6 shows the growth of the Bloom Vlter array under the assumption of optimal

compression with respect to diUerent false positive rates. The size of the compressed Bloom

Vlter increases linearly with the number of nodes or number of stored nonces. For a maximum

array size of around 100 bytes, TRAIL supports a network of approximately 120 nodes while

maintaining a false positive rate of 1 % or around 60 nodes for 0.01 %. It is shown that even
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under ideal conditions the array size grows fairly large, so that TRAIL is applicable for small

networks. Especially because the false positive rate denotes a parameter that is critical for the

security of TRAIL it should be kept as low as possible.

When applying Bloom Vlters the size of the Vlter has to be known in advance. Consequently,

nodes that typically have only limited knowledge of the topology, have to conVgure a Bloom

Vlter that holds all nonces of a corresponding rank. If chosen too small the Vlter may exceed

its capacity before all nonces are aggregated. To allude this risk the uncompressed Vlter is

chosen arbitrarily large. Let’s assume a large set of n elements of which only ∆ elements are

inserted into the (large) uncompressed Vlter where ∆ � n. This Vlter is compressed with

a high compression rate, because many bits are still set to zero. With each element that is

inserted more bits are set, so that the resulting compressed Bloom Vlter grows while the size

of the uncompressed Vlter remains the same. Nodes lower in the hierarchy therefore only send

small messages, and the message size increases with each hop.

Table 5.2 shows the average and maximum transmission sizes of the Bloom Vlter array with

diUerent conVgurations of a balanced k-ary tree and diUerent false positive rates f . It can be

observed that for a balanced tree of two children per node and a height of 7, the maximum

transmission size for 127 nodes results in about 105 bytes and an overall average message size

of about 39 bytes.

To analyze the growth of message sizes in TRAIL, one has to consider how the nonces are

sent and aggregated in the network. For simplicity it is assumed that leaf nodes include their

nonce in a Bloom Vlter before forwarding, so that they send a Bloom Vlter containing only

one element. Each parent on the next rank level forwards all nonces of its children and its

own nonce and so on. However, since the number of nodes toward higher ranks increases

for each level, the number of nodes that send small messages is relatively large as opposed

to the number of nodes that send large messages. The average upward message size is thus

kept relatively small. The completely aggregated message sent by the root has the maximum

message size. This message is forwarded by all nodes but the leaves. Leaf nodes only receive

this message. The overall average message size is moderate and roughly half of the maximum

message size. These values are based on the ideal assumption that a compressed Bloom Vlter

has a size of z = m ∗ ln(2) [21], where m is the size of the equivalent uncompressed Vlter.

Hence, for a compressed Bloom Vlter with a false positive rate of 1 % each element requires

≈ 6.64 bits.

In practice, the achieved transmission size is constrained by the compression rate and

overhead of the applied compression function, computational overhead that results from
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Configuration Message Sizes in Bytes

f # Children h # Nodes Avg. upwards Overall Avg. Max. Size

0.0100 2 4 15 2.91 6.09 12.46
0.0100 2 6 63 4.30 20.31 52.32
0.0100 2 7 127 5.07 38.54 105.47
0.0100 2 8 255 5.86 74.50 211.77
0.0100 4 4 85 3.09 32.02 70.59
0.0100 4 5 341 3.89 123.59 283.19
0.0100 4 6 1365 4.71 488.52 1133.61
0.0010 2 4 15 4.36 9.14 18.69
0.0010 2 6 63 6.45 30.46 78.48
0.0010 2 8 255 8.79 111.75 317.66
0.0010 4 4 85 4.64 48.03 105.89
0.0010 4 5 341 5.84 185.39 424.79
0.0010 4 6 1365 7.07 732.79 1700.41
0.0001 2 4 15 5.81 12.18 24.91
0.0001 2 6 63 8.60 40.61 104.64
0.0001 2 8 255 11.72 149.00 423.55
0.0001 4 4 85 6.19 64.04 141.18
0.0001 4 5 341 7.78 247.18 566.39
0.0001 4 6 1365 9.42 977.05 2267.22

Table 5.2: TRAIL Average and Maximum Message Sizes – Table shows the average and
maximum message overhead in TRAIL for diUerent false positive rates f and a
balanced k-ary tree of diUerent heights h.

compression and hashing as well as memory constrains for the size of the uncompressed

Vlter [21].

As an alternative to compressed Bloom Vlters, scalable Vlters proposed by Almeida et al. [22]

can be used. When applied to TRAIL, the total number of nonces per Vlter does not have to

be known in advance, as the scalable Bloom Vlter grows dynamically. Lower nodes therefore

conVgure a small Vlter that only holds a few nonces. On each hop, a node adds a new Bloom

Vlter if necessary that is conVgured with a tighter false positive rate.

When a node aggregates the Bloom Vlters it receives from its children, it may have to

reorganize these Vlters before adding them to a single scalable Bloom Vlter. A parent node

may receive Bloom Vlters with equal false positive rates from its children. If simply added to

a single scalable Vlter, the overall false positive rate will not converge to the desired value.

The reason for this is that a scalable Bloom Vlter comprises of one or more independent
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Bloom Vlters which are sequentially queried when checking for an element. To achieve a

false positive rate that converges to a speciVc value each new Bloom Vlter must have a tighter

false positive rate. Hence, for use of scalable Bloom Vlters in TRAIL, conVguration details still

require further research.

5.3 Discussion

TRAIL uses an attestation message and the rank announcement to validate the version number

and ranks on the upward paths. Each node sends a nonce to the root which is returned with

the digital signature and that provides the required trust for a positive attestation. The rank

that is to be veriVed is represented by the array index at which the nonce is stored. When

a node receives the signed attestation message it checks for its nonce at the corresponding

array index. If the node cannot match its nonce, it has detected a parent that has illegally

lowered its rank. Since the version number is included in the signed message, the node veriVes

the version number as well. TRAIL provides protection against arbitrary rank spooVng by

multiple non-collaborating attackers and two or more directly connected attackers that partly

collaborate. Rank replay protection is provided by the rank announcement and only protects

against attackers that are not directly connected.

TRAIL also protects against three partly-collaborating attackers and detects the later removal

or copying of nonces. However, if the attackers receive the signed attestation message from

neighboring nodes of an unrelated branch of the tree, they can deliver a forged and signed

message to their children and claim an arbitrary low rank. Although such an attack is highly

dependent on the topology formation, it denotes a threat to TRAIL that requires further

attention.

The modiVed VeRA approach follows the same goals by applying hash chains as well as an

encryption chain by which nodes successively validate the version number and the rank of

their parents. A single digital signature achieves a secured hash chain for version updates and

rank validations. Under the assumption that attackers cannot communicate after deployment,

the encryption and rank hash chain provide suXcient protection.

Both approaches are susceptible to rank replay attacks by multiple partly-collaborating

attackers within direct communication range. Such a constellation circumvents the rank

announcement and allows the attackers to replay their parent’s rank. In the modiVed VeRA

approach the honest parent does not challenge the attacker, since it only communicates with

the one that advertises a consistent rank. In TRAIL the parent node accepts the single nonces

that have been replayed by the attacker.
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Hence, under the assumption that none of the attackers are directly connected, both the

modiVed VeRA approach and TRAIL reliably detect a rank replay attack. In the modiVed

VeRA approach the detecting parent can simply ignore the attacker. The eXcient isolation

of the attacker by his sub-DODAG proves to be a diXcult task. In TRAIL on the other hand,

child nodes verify the consistency of their parent’s rank independently and are able to isolate

a present attacker. However, while denoting a conceptually sound approach, the resulting

message sizes of TRAIL restrict its application domain to small networks, so that future

research is required to extend its applicability.



6 Practical Evaluation of TRAIL

The goal of TRAIL is to allow every node to validate the rank of its parent and the version

number propagated by the root. TRAIL hereby relies on the exchange of an attestation message

which is sent to the root and subject to rank validations on each hop. The root signs the

message and sends it back to the validating nodes. The main overhead in TRAIL therefore lies

in the transmission of such validation messages. Since each node has to wait for the signed

attestation message, the usual operation of the network is postponed.

To evaluate the impact of this delay and to study other characteristics, a proof-of-concept

prototype implementation has been developed. Using a small setup of sensor nodes, two

experiments have been performed to measure the time it takes to send the attestation message

to the root and back to the sender.

This chapter describes the prototype and the experiments in detail and concludes with a

discussion of the results.

6.1 Implementation Prerequisites

The goal of the implementation is to obtain representative time measurements that illustrate the

delay when deploying TRAIL in an RPL network. The requirements for successful experiments

are categorized in requirements for the soft- and hardware and presented in the following.

6.1.1 Software Choices

Since the prototype is implemented to function in an RPL network, it requires an operating

system with an RPL implementation. Furthermore, to obtain representative results, the

physical and MAC (Media Access Control) layer protocol must be deployable for low-power

sensor nodes.

The standard IPv6 over Low-Power Wireless Personal Area Networks [62] (6LoWPAN), describes

how IPv6 packets are sent and received over a low-power link, using the IEEE 802.15.4 [63]

technology. 6LoWPAN is the state of the art transmission protocol for RPL, so that the

operating system for this work must provide a 6LoWPAN stack.
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CPU
Model: ARM7 TDMI

Word size: 32 bit
Frequency: up to 72MHz

Memory
RAM: 98 KB

Flash ROM: 512 KB

Transceiver
Model: Texas Instruments/Chipcon CC1100

Frequency: 863 – 870 MHz
receive/transmit FIFO: 64 byte

Table 6.1: Technical Details ofMSB-A2 Sensor Board [67, 68]

Two operating systems were considered for use in this work: Contiki OS [64] and RIOT

OS [65, 66]. Contiki is an operating system for sensor platforms and also provides simulation

tools. RIOT is a newly introduced operating system that is currently under development by an

open community. Both operating systems comprise an RPL and 6LoWPAN stack and are open

source, so that they were both candidates for this work. However, RIOT has been chosen as

operating system, since it works out-of-the-box with the hardware platform provided by the

Freie Universität Berlin (FU Berlin) and because of a close cooperation and Vrst hand support

from the developers of RIOT OS.

The development of RIOT directly evolved from the operating system µkleos. As to devel-

oping the TRAIL prototype, not all required functionality had been imported from µkleos to

RIOT, so that in this work RIOT’s predecessor µkleos is used. The source code of µkleos is

written in the programming language C . The TRAIL prototype is therefore also written in C

and adapted to already available functionality of the RPL implementation of µkleos.

6.1.2 Hardware Choices

The prototype is tested on the ScatterWeb MSB-A2 [67] hardware platform developed by

the FU Berlin. The MSB-A2 can be powered by USB port or an external power supply. The

hardware constraints of these boards are summarized in Table 6.1.

The transceiver of the MSB-A2 boards has a send/receive buUer of 64 bytes [68]. The

transceiver functions in the 868MHz ISM band [67] and is thus compatible with the IEEE

802.15.4 standard [63] and 6LoWPAN. Additionally, the boards are equipped with removable

antennas.

µkleos has been developed to run on the MSB-A2 boards, so that the compatibility of

µkleos and the boards is suXciently high. The MSB-A2 currently operates in the DES-Testbed
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(Distributed Embedded Systems)1 at the FU Berlin. It is thereby part of a multi-hop network

for long-term studies of various research projects.

6.2 Design of the Prototype

The prototype implements the basic features for single path validation in which all nodes send

an attestation message to the root and forward messages on behalf of other nodes. The goal

of the prototype is to analyze and evaluate the overhead in delays in a one-hop and two-hop

scenario respectively. To allow this evaluation, the TRAIL prototype must be able to send

and receive an attestation message and collect the required data for analysis. To describe the

design, Vrst a brief overview of the relevant functions of the RPL implementation in µkleos is

given into which TRAIL is integrated.

6.2.1 Integration in µkleos

The RPL implementation of µkleos comprises two parts that are relevant for the TRAIL

prototype: the main RPL process and the trickle timer. The main RPL process sends, receives

and processes RPL control messages that it has received. It determines the type of the message

such as DIO, DIS, DAO or DAO-ACK and calls the processing function which performs the

RPL operations. The send function for control messages creates an ICMPv6 packet for each

message type and passes it down to the link layer. The main functions for TRAIL are included

accordingly. A send and receive function is created for the TRAIL attestation message to allow

the required functionality.

The second part is the trickle timer which schedules the sending of DIO messages and

contains the timer thread for sending DAO acknowledgements. This timer is used by the

TRAIL prototype to allow the periodical sending of an attestation message for automated data

collection.

6.2.2 Functional Overview

The implementation of the TRAIL prototype follows the structure of µkleos for sending RPL

control messages. Hence, a send and process function is included in the RPL process. To

function correctly a new send and receive buUer and a structure for the attestation message is

deVned. The attestation message comprises the parameters required for validation, including

a nonce, a rank, the version number as well as parameters such as RPL instance ID and a

1www.des-testbed.net

www.des-testbed.net
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sequence number of the attestation message. For returning the message to the sender and to

allow the veriVcation of ranks, the source address and a signature are required.

The send function simply copies the parameters into the send buUer and creates an ICMPv6

message. The process-function performs the actual TRAIL logic as depicted in Figure 6.1. On

the upward paths the tested node adds its rank and forwards the message upwards. Each node

on the upward paths checks the rank and only forwards the message the root node, if the rank

is greater than the own rank. The root includes a signature and sends the message back to the

source. On the downward path each node checks the source address within the message. If a

node detects that it is the originator of the message, if veriVes the signature. The message is

accepted if the signature is valid, and dropped otherwise. Note that the in case of the prototype

the computation of the signature is not considered. Hence, an array of 32 bit integers that

sums up to 384 bits is sent to simulate a concise signature such as an elliptic curve signature.

To allow the root to send the response back to the source and to stay independent of the

creation of downward routes during the experiments, each node maintains its downward

routing table when receiving the attestation message on the upward path. This function does

the same as a DAO message, but allows to disable the sending of DAO messages and saves

required memory when disabling the DAO timer thread.

6.3 Measurements and Results

The prototype is tested in two experiments that measure the transmission time of the attesta-

tion message. The rank validation in TRAIL requires a certain communication overhead: A

node sends an attestation message to the root and completes the validation when it receives a

version of the message that has been signed by the root. The results of the experiments give an

impression of the practical implications of TRAIL in terms of delays due to rank validation. As

an exemplary reference value, the time to create the topology in µkleos without TRAIL is used.

The following gives an overview of the results of the experiments. Prior to the evaluation of

the actual test runs, the setup is described.

6.3.1 Preliminary Outline

Experimental setup The setup consists of MSB-A2 boards that are powered by the USB port

of the host system. All boards are Washed with the same version of µkleos that includes the

TRAIL prototype implementation.

The boards are connected to the same host system and each device is around half a meter

apart from the next device. For the two-hop experiment, the root and the source node are
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Figure 6.1: Processing of AttestationMessage in TRAIL Prototype

connected by the intermediate node. To prevent a parent-child relation between root and

source due to the short physical distance, the antennas of both root and source are removed.

To further reduce the transmission range, obstacles are placed between source and root. The

intermediate node uses the antenna to provide suXcient connectivity with the root and the

source node, respectively.

The scheduler for DAO messages has been disabled to prevent memory exhaustion of

the boards. The nodes maintain their downward routing table using the information in

the attestation message. This is required so that messages can travel back to the source.

Furthermore, the parent lifetime has been increased to the maximum value to prevent upward

routes from expiring during the experiments if DIO messages are not received frequently

enough.

The prototype can be conVgured so that the source node periodically sends attestation

messages. For the timing measurements, the nonce in the attestation message is used as times-

tamp which is set by the sending node. The timer in µkleos starts to count the microseconds
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after the booting. The boards are started sequentially, and the clocks are not automatically

synchronized. The delay that results from the sequential boot-up is subtracted from the

measurement.

Expected and reference values The goal of the conducted experiments is to determine the

time delay that results from deploying TRAIL. In each experiment a total number of 300

messages are transmitted. Each message is sent from a source node to the root and has a

payload size of 34 bytes, including ICMPv6 and IPv6 headers. The response from the root

contains additional 48 bytes for the signature-dummy leading to a total payload of 82 bytes.

Larger message size of the response will result in a higher transmission time. It is expected

that the transmission times will increase around a factor of 2 when the hop count is increased

by one.

As a reference value, an estimate of the network creation time without TRAIL in µkleos

is taken. The trickle timer schedules the sending of DIO messages and thus determines the

minimum delay for the creation of the topology. The DIO has a payload size of 44 bytes and its

transmission time has been found to be around 1 second.2 Therefore it takes the Vrst node at

least 1 second to select the root node as parent without considering message loss and assuming

that devices are started at the same time. The trickle parameters are equal in all nodes, so that

the DIO is propagated with a delay of around 1 second per hop.

6.3.2 Experiment 1: Single Hop

The Vrst experiment uses two nodes: a root and one immediate child node that is the source

of the attestation message. The child sends the periodic attestation message every 5 seconds

to allow the root node to receive the response before sending the next message. Figure 6.2(a)

shows the absolute delays in milliseconds. The crosses (+) indicate the time it took the request

from the source node to reach the root. The triangles show the transmission time of the

responds containing the signature-dummy from the root to the source. The squares denote the

round-trip time of the message and depict the sum of each corresponding cross and triangle.3

It can be seen that the time for a message from the source to the root (crosses) is more than

factor 5 of the messages back (triangles). The message to the root takes an average of 262ms

with a standard deviation of σ = 9ms. The response takes 1804ms with a σ of 177ms. The

shorter time for the message to the root can be explained by the smaller message size of 34

bytes of the upward message. Furthermore, the 82 byte response is fragmented into 4 packets

2Based on exemplary time measurements of a single node sending DIO messages.
3Note that a slide deviation is caused by the manual time synchronization of the boards.
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which results in additional overhead. The fragmentation is a result of the buUer size of the

transceiver of the MSB-A2 board.

The round trip message takes an average of 2088ms with σ = 176ms. An overall of 9

messages where lost, so that the message loss rate for this experiment is 3 %. Message loss in

Figure 6.2(a) is represented by a disruption in the line as seen at message number 3 in the line

of triangles and squares. Figure 6.2(b) shows the frequency distribution of the round-trip times.

It can be seen that the distribution is approximately a Gaussian-shape around the mean value

of 2088ms.

Characteristic peaks in Figure 6.2(a), for instance at message numbers 9 or 37, are due to the

periodic sending and receiving of DIO or link layer messages. The noticeable sawtooth pattern

within the upper two curves (triangles and squares) suggests a characteristic behavior of the

6LoWPAN stack of µkleos. This may be the result of buUering or possibly a periodic event.

Although denoting an opportunity for optimizing the transmission time, a detailed evaluation

of this pattern is not within scope of this work.

Further delays are caused by beaconing messages. The nodes send regular beaconing

messages by which the signal strength of other nodes is determined and updated and thus

occupy the channel. By Carrier Sense Multiple Access (CSMA), a node senses whether the

channel is occupied before transmitting and delays sending a message until the channel is free.

Furthermore, MAC frames in µkleos are acknowledged which results in additional delays.4

6.3.3 Experiment 2: Two Hops

The second experiment uses three nodes: a root, an intermediate node and a source node.

The source periodically sends an attestation message every 8 seconds. The interval is chosen

larger than the interval in the Vrst experiment since the message travels two hops and thus

takes more time to return to the source. The absolute transmission times are illustrated in

Figure 6.3(a). The message to the root now takes an average of 734ms with σ = 160ms. The

downward path of the message including the signature-dummy takes 3659ms with σ = 203ms.

The average round-trip time over two hops is 4438ms with σ = 174ms. As expected, this is

a factor of two when comparing to the one-hop round-trip time. In this experiment only 8

messages were lost, so that message the loss rate is 2.6 %.

In Figure 6.3(a) a characteristic sawtooth pattern is visible as well. However, it shows more

irregularities than in Figure 6.2(a), so that the distribution seen in Figure 6.3(b) is closer to a

normal (Gaussian) distribution.

4As mentioned by a developer of RIOT OS / µkleos, 2013-08-08.



6 Practical Evaluation of TRAIL 86

 0

 350

 700

 1050

 1400

 1750

 2100

 2450

 2800

 3150

 3500

 3850

 4200

 4550

 4900

 5250

 5600

 0  20  40  60  80  100  120  140  160  180  200  220  240  260  280  300

tr
a
n
s
m

is
s
io

n
 t
im

e
 (

m
s
)

message number

round-trip
root to source
source to root

(a) Absolute Delays

 0

 10

 20

 30

 40

 50

 60

 70

 80

 0  1000  2000  3000  4000  5000  6000

tr
a
n
s
m

is
s
io

n
 t
im

e
 (

m
s
)

message time intervals

Round-trip times
Gaussian fit

(b) Histogram: round-trip time

Figure 6.3: TRAIL Round-trip Time over Two Hops



6 Practical Evaluation of TRAIL 87

6.4 Discussion

This chapter gave a Vrst impression of the delays for rank validations when applying TRAIL.

In two experiments the delays of the attestation message have been measured. It was shown

that the delay can be estimated to 2 seconds per hop for each rank validation when deploying

the single path rank validation in µkleos. Considering the topology creation in µkleos the

joining process of a node is delayed by around 3 seconds. However, it is expected that this

outcome has some optimization potential due to µkleos speciVc behavior on lower layers.

Therefore an implementation of TRAIL in the latest version of RIOT OS could already show

shorter delays. Alternatively, diUerent studies that involve other hardware platforms with

larger buUers can also provide lower delays due to less fragmentation for the applied packet

sizes.

Consequently, this evaluation shows that TRAIL is well suitable for static networks where

rank changes occur infrequently and that tolerate this delay. The prototype demonstrates that

TRAIL can be implemented with relatively low eUort and is easily included into an existing

RPL implementation. The delay in the range of seconds per hop make it applicable in scenarios

that are not highly dependent on low delays during bootstrapping and in networks that do not

comprise of a great number of rank levels.



7 Conclusions & Outlook

This work concerned with the aspect of secure routing in low-power and lossy networks. The

focus was drawn to the case RPL, a newly standardized routing protocol. RPL is primarily

designed for convergecast in which a sink node collects the data from many sensor nodes.

While RPL is aiming at becoming the standard solution for various deployment scenarios

such as urban, industrial and home environments, each of these scenarios has special security

requirements. RPL therefore provides a basic security framework to protect against potential

threats and attacks, and requires external speciVcations for additional features such as an

automated key management.

RPL employs cryptographic protocols that protect against most attacks launched by an

outsider attacker. However, once an attacker has access to cryptographic keys he may launch

several topology attacks, such as rank spooVng and version number attacks. Rank spooVng

allows the adversary to create a sinkhole by propagating a false rank. In a version number

attack he initiates a global repair and thus disturbs the network. Two approaches that anticipate

these attacks were analyzed: VeRA and TRAIL.

VeRA authenticates ranks and the version number by use of one-way hash chains. While

VeRA hereby protects against version number attacks, it shows two vulnerabilities that enable

an attacker to circumvent the applied rank veriVcations. These vulnerabilities allow an attacker

to decrease his rank to an arbitrary value or replay the rank of his parent. To counter these

attacks, two defense techniques have been proposed: An encryption chain that prevents rank

spooVng and a challenge-response procedure to detect rank replay attacks.

TRAIL inverts the validation process, so that children independently verify the rank of their

parents by sending a validation message to the root. The root functions as trust anchor and

thus acknowledges the rank validations of child nodes. TRAIL detects rank spooVng and rank

replay attacks and requires each node to send only two messages. A disadvantage of TRAIL is

the message size that increases with the number of nodes.

A practical evaluation for the operating system µkleos gave a Vrst impression on the delays

that result from the rank validation of single nodes in TRAIL. The delays for rank validation
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postpone the parent selection process for about 2 seconds per hop, and show that TRAIL is

well applicable in static networks where rank changes occur infrequently.

Future research will have to focus on reducing the message size of TRAIL to make it

applicable on a larger scale. Furthermore, the work on TRAIL should be continued with the

aim of extending the concept to other routing protocols. Regarding the security of TRAIL and

VeRA, further attention is required to defend multiple collaborating attackers with respect to

rank replay attacks.

It would be worthwhile to extend the TRAIL prototype with the required features for the

scalable rank veriVcation with Bloom Vlters to investigate its feasibility in real life scenarios.

The implementation should be integrated into RIOT OS and thus take advantage of new features

and recent developments. Such an integration is very promising in terms of optimization

possibilities. Further evaluations may also consider the energy consumption of TRAIL and

analyze the overall delay for large-scale networks. The DES-Testbed at the FU Berlin may

provide a good opportunity to perform these studies.
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